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Abstract

Missing data is one of the common problems in data collection for research purposes. It often affects
the accuracy and reliability of the data analysis results, and the findings and conclusions from the study.
Methods for handling incomplete data are deletion or imputation by replacing missing values with estimates.
In this study, we propose imputation methods for PM, s concentration prediction using long short-term
memory (LSTM) neural networks. There are four approaches, namely mean, linear interpolation (LI), k-
nearest neighbors (KNN) and multiple imputation by chained equations (MICE). The root mean square error
(RMSE) and mean absolute error (MAE) were used to evaluate the accuracy of PMzs predictions, which is an
indicator to measure the effectiveness of different imputation methods. Each imputed dataset was applied
to four LSTM forecast models. It showed that the KNN (k=11) and MICE methods provided the least errors
and therefore were the best imputation techniques. Both gave better results compared to Mean and LI for
filling in missing observations. Model 2 had the most accurate forecast among all the data imputation

methods.
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1. Ui

uafivn1ene [1] fennzernaivudousisarsiiveng q Tneniuni ngnnwardIing drulngd
uvdatLdnmNnMSNINYTe AT DI UR NslduwITuy neruIunInARTedlssy Marfufinuesuaglyl
U1 arsuafivniaoinaiisunsiedenaldedoguaineunsovesuywd loud duavessvuindnuasiefiv 1wy
asususeuenlud daieslaeenled lulnsiaulnoonled wazlelou WudumgreliAnlsafafulenuazszuy
madungladenafionnsyuusaieiudedin du PV, s duoyniavuiaidnlihu 2.5 luasou fordufoanau
sudaandeusziulaniivansysmaiidundaey InsanzludedngiuesainisasasdufuazivaUsznauns
gnamnssy Uszmdlnefidszaviuiymilidudeatusiulddnlunoudul we. 2562 Rnsingnsaiiuazons
wusnatulneguegenuLiy lilezsduuinuniamie nanzusenideunile nyunnumunasuazUIuauma
WU PM, s LAuAmnsgu 2] (Aiadeseduazaiadslu 24 $alusvesdsemalneimunliil 25 wag 50
lulasnSusegnuiafiunsaiuaidu [3]) dwalianudnwidesUanisiSounisasu Ussvvudndesiunuesignts
anfldmininiestulu wagnaenszeynamansUiinuuivlsdsenuamunineinia IQAr.com Tidalidsslul
LaznganTNUAsARSufusTifiuSIamaRgeddudu  vedlan [4]

nsmsIaiady PM, s Tuemedadinnuddpunniileusslovilunisihsy Tuasudadousvanunsaliuazons
wisun1ssulle wardansuilalam win1snsiaiavesaniingnianunimeinialidednindusulssunauay
inFesilofaiiliiifisme lulszmalnefiedostionsiainquamernmafifuvemisnuniady 138 wedes S1uau
110 50 idesegluiufingaymamiuag (5] nismamsaiaTaduduresiy PMys KnuuuUsaemsadinaans
HuBnmadenvilidsdedldfudesmndsnauasailidetiooniinmmaiaeis mnmuidedounthivesife
6] ThitannuvusraedasweleUszamifienuuumhenushsserauuuen (Long-Short Term Memory: LSTM)
dlenensaian PMys Tutuingammaviuns Ifendedoyanainmennia (Air Quality) uazdeyagniewinen
(Metrological Data) T¥msdnidonsauusmennsalidnguuudiassiazunuengame (Missing Value) fneriade 39
Msgamevesteyaiivatganivg Wy nsaeuifisuiaiesiien (Calibration Instrument) gunsaitngn wazlfindy
fansdufimunsliiBnsiamsdeyagymeilimnzansouiinavinlinaidefinluananuduais

nsiteedsdisliinenuiisuiieulssansnmuesiimsussnadeyagyme (Imputation Method)
438 1dud Bildeneds (Mean) Bn1suszanualutiuuuidadu (Linear Interpolation: L) Fifteutiulndgn
(K-Nearest Neighbor: KNN) kagdgn1snaunuiuunyvismigaunisanled (Multiple Imputation by Chained Equations:
MICE) wieldJunumdlunisinduladoniinisdanisfiungan I@Hﬁﬂsﬁauuaﬁiﬁﬁ%jmwwlHLLﬁﬁiﬂ%ﬁULLUU‘-C]J’]aENﬁ
nandedu ndulssduauuiuglunsmensaifennfiaemesaunanndeutidiaeads (Root Mean
Square Error: RMSE) u,azmmaamm%ué’wmﬁm?g (Mean Absolute Error, MAE) 3’%mnmwhngma’lmﬁﬁm
RMSE wag MAE shamazidu3snsiidiian [7] Sanuin3s KNN uaz MICE Tinan1susssnargaymeldfininisay

2. dayagane

foyagaymetuiduliyminlunsheidefenasvindes doyaliiasuiumamelenaifiniuaindady
vangUszns 1wy lildumnusuilonnglidoya sunsalvhanuinund uasdefanaslumsdeudeya Wudy Fail
Temavilvansiiesesiinruianaevaauindedie s Inevihludeyagameoutsesnls 3 Ussianseriu (8]
Uszinnusnenisgayvneuiuudiegsauysal (Missing Completely at Random: MCAR) Aedlerfivamelulai
Anuduiusivteyale 4 1oy Ussinvassfienisgayyneniuuds (Missing at Random: MAR) Mmaﬁqa‘hugmmafﬁuag
fuAnvesteyaduiilsifeiudeyavesauies uazUszianaavineidunisgamenuuliigu (Missing Not at Random:
MNAR) Taerngaymerfendestudoyavesnuamwidedoyaidu  anmsiinwmes Pollice waz Lasinio [9] uay
Marwala [10] na1331asn1maInAinalnnsgayyevestoyauuy MAR  dwdunisandiunisiuteyaviameiiey
1#3BmsUszinasfiothluunilifuaiigyye suAdodusafivnaeinia wu du PM,s fu PMy, Tolou (Os) uaz
lulasiaulasenled (NO,) ffhagldnsdassdeyaliiiunsdmmameuasidudlagldising o eAumisunued
Foyagnmeiivnzay [11-10] Bnsldmnadoduiinmsiidunsiudoyamamenuusaduilénunelunsiy
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afmgluliasudau (15, 161 Saeipourdizaj, Sarbakhsh waz Gholampour [12] Anw1AsuUszanugaymeves
Uaya PMio Uaw Os lngtaue 4 inaila i 35 L, Aadewdoud (Moving Average: MA), KNN LLaxmﬁuﬂﬁhLaﬁﬂ
wuuAIANISal (Predictive Mean Matching: PMM) waziilefinnsananng RMSE, MAE uaza1duussa@nsnisninue
(Coefficient of Determination: R?) #u3135 LI, MA uaz KNN ansnsadilldlunmsiindeyalieeniiuss@vnam
Zainuri, Jemain wag Muda [17] L‘U%'EJ‘ULﬁsnﬁ%'ﬂﬂi%’mmiﬁﬁa;&aqmmaﬁ’u%;gaaﬁaammmwmmﬂiuﬁuﬁmauﬂma
noumilouazaeulfussauaymsuany nuIIBMAAMLIEEIER (Expectation-Maximization: EM) 35 KNN wag3si
ﬁmmmmmﬁauﬁwﬂné’qm (Sequential K-Nearest Neighbor: SKNN) Aniv33eAwade Wilseg1u (Median) way
IBn1suenA1Leng I (Singular Value Decomposition: SVD)  Ahn, Sun Wag Kim [7] naaauuseansnimiswnuan
aywelagadnnuuiugwesnswensaifldnuuuiiaedaseie LSTM  1ddeyaaseannvansuvdamans
Faa lun Teyananmena gamglivesszuulimindeu uazsiamu wuin3s KNN Afaawdleifieuriuisau
HirsAaae Tunuahedeyaaaieieuinn1sgamie (Last Observation Carried Forward: LOCF) 35unua163g
Foyadrgandsaniinagame (Next Observation Carried Backward: NOCB) 38 EM waw33 MICE dwmiunsideil
1438nsusrannadoyaiimely 4 38 dwleluil

2.1 FAady
msmanade (8] WHuiSuuududn unuedeyagamesieriedevesdiinusiinangyme

2.2 msuszanauanTugawuuidady (L)

nsUszanaAtugtuuadu [18] asuszanuateyagamelagendeauduiusidadusenineiuusuay
Funmandoyaiiogintuagymetu segadu dvuels y Wudegagyme x, () uae (o)) Wudeyad
NIIUAY 61 (xy) 08LUTIVBIAT (x1,y1) WaE (x,y2) Al

y=y1+(x—x1)w (1)

(x2—x1)

2.3 Faeudulndgn (KNN)
ad A o % & v ax = o v vl A & & v a Y o o 1
Tiiteuthulndga [19] \ludanedifiuniaiamnsaldnuldfiedusudeyanivinmell Twdnnsiassasing
senindeyavinmeiuteyausiardl udrussanaanuamelumeaiadsvestoyanlnaniandiuiu k d1 deuld
MIAWINSTEEINIMUUEAGLAEY (Euclidean Distance) Wufie 61 d 1Huszaewaseninegn (x,y:) wag (xy2) Wl

d=(-x)?+02-y)%

2.4 TN IMAUNUUUUNYAI8EUN59NLY (MICE)

VANNIINAWIULUUNYIEaNN15aNLY [20] %“ﬂmiﬁ’u%;gaqﬁymaimLauquymwmaﬂ%?qﬁwmiﬁwmmjgw
viang 9 39U mganshaunuieulviiszylienafiudiuseuiiuiueuniemauiianaiaiivensuld luusias
seuAgamMedzgnUszanailasfinnsanandvesiiuusduluyateya Snvaldiiendanaifiunuuindgy (Random
Forest: RF) 11snsanlumsairadnuudtassdmiviuneanfivinme dadumadanisairedulddniula
(Decision Tree) wang 9 #u 21nn15da wazduldtoyaiiunnmefiu ud i nadwstmunanaefuinagUsuiy
sonududnouiifeans

3. laseveUszamiiey
wnAaLedlaseysamiisunainintuuinsausnlul w.a. 2486 (A.a. 1943) Iag McCulloch wag Pitts
[21] @uplAsaneUsEa s Neg 19 eliugIUNNIINANENSAUETTIVETLAZNTINUTBITad Ussa v luaLDves
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uywd Faldsuamaulauaziinnsiamnedwieiodinseunauiymiiaugenuazdudou soulul wa.
2540 (A.¢1. 1997) TassneUszamifionuuumheanudszezdusuuem (LSTV) IdgnAndutulne Hochreiter uay
Schmidhuber [22] LﬁaLLﬁ‘ﬂzymmigiymaﬂuaﬂLﬂilﬁ&m (Vanishing Gradient Problem) vadlasstngUssaviiies
WU (Recurrent Neural Network) femsoonuuulilasstrefinnuannsalunsidouiuazandilduuty
Tngldmahaumesiteidusig q wiesu Weusazavdeya Seilsidumaniiviouiaiiousey (Gate) AosnIuAunIg
Inavestoyn Usenausie 3 Usenlakn Usenau (Forget Gate) Usegmiad (input Gate) LL’ﬁ"US"WVl’NE]EJﬂ (Output
Gate) dnwoiy smsveumeluigadues LSTM Lanafaguil 1 aedl x uay h, Aeteyatiduazdeyadseaniiig t
MINEIRU Uz C Aoanuzdeu Usygay wmwmmumagammmmmamuhmamiﬂ Imaswa;ﬁaﬁaqwuau
Yoyaaniuzdou (Hidden State) Aounth Fsazldifuuvasteyarirdmivusegdu q foivuiu udrduinry
fladdudnuess  Uszgmiadh Aedseaildilnsudeyaiiiunlviudrdswhnstufindeyaaddumadvesiuies ns
munayldlsndugnuesd vugRgItuazTuaanusigadmeilesndu tanh Uszgnivean lduendanuzdeuey
dnlusauddmadnsvesvadluidudoyasen doyaingnasiuilsidudnuees uwazanuziwaduiuileidu tanh

A
/7[

— Ct

» ]1;
N

Ul 1 mMeviauves LSTM (Finudasan [23)

4. MIAHUNUIEY

lassngUszamiisnifouiuussuunsinnuuessgaduszanliusiinig awnsassuivhanudilaldmenuies
Nndoyadieaiilatngeu wagvhnsuszananateyadulaglduszaunisalauivinunlunisladmmneuvestym
ideladenldlassneUssamidion LSTM aduuuinaediiemseauaududuresuazens PMys laeviinis
v A w . . Aaa a Y Yy o s £ v v ¢ Y]
Andandiuys (Variable Selection) WilBvEnaunnsiafuusauimeaduyssavsanduiusveaiiesdu (Pearson
Correlation Coefficient) #sldmanuduiusszninsduwlsindiundesiieds  wagldunoinnunainniiou RMSE
way MAE fildannnsnennsalunduaiadiodmsufnuilSeudisudssdnsnmuedisussanamgymeusas s

4.1 dayan15idy

FoyailiFnuidutoyaeynsunaifvrusluiuiivauian nsumamuas Tnsnsumuauuafiy nsens
nInensTINTIALarAsIndol uaznTugn gt nsenTRIvaIioIATy gRlLarday Faudieusnsiay
W.A. 2560 faiousuay w.a. 2563 Useneulume 2 diu Aetayanmunineinavesaniidngiainamunineiniea
U LAl PMzs ] PMyo fingensusuueuenlen fedameslaeenled Malulasaulaeenladuayinglelyy
wazdoyagnileuingrvesanifgnouinenvnuicun laun gaumal ATuduTLS Usinashiiu anunaennia
Amusaukarfiansan Tasfideyanmuamermaiutufindusedilus gaumgl arududimivsuasUTinaaug
dnwaigsotu Tuvagiinuneeinia anusiauuasirmsaudunuuse 3 Hilus m51ei 1 asunatoyanunn
o1mALazgaleninet nuine PM, s geaneglussiuiiiuninunasgudsersdmansznusogunmlasianizsor
Tunguides sidludflsaszuumadumela iin uazdgeony
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Joya fwds (mihedn) Auads | Audeauu Aean/gean dwudeys (%)
Hu PMas PM2.5 (ug/m?) 21.83 16.47 1-173 33,407 (95.27)
H PMio PM10 (ug/m?) 38.67 23.55 3-273 34,097 (97.24)
Asusueuenlen | CO (ppm) 0.47 0.28 0-3 26,586 (75.82)
Fawlaslaoonlon SO2 (ppb) 1.48 1.41 0-23 26,533 (75.67)
lulasiaulaeenlan | NO2 (ppb) 16.76 14.74 0-120 26,738 (76.25)
Tolau 03 (ppb) 20.10 17.81 0-52.52 26,833 (76.53)
gaunndl Temp (°C) 29.19 1.65 20.70-33.40 1,461 (100)
AU udTS Hum (%) 74.26 7.96 46-96 1,461 (100)
Wnauhelu Rainfall (mm) 5.89 13.48 0-119 1,101 (75.36)
AANUNABINA Press (hPa) 1009.38 2.93 999.80-1022.10 11,688 (100)
ALY WindSp (knot) 2.94 2.44 0-12 11,688 (100)
Arneau WindDir (degree) 118.96 102.87 0-360 11,688 (100)

4.2 Mmanseudaya

Poyaanuidedaniuluuvemisne (Data Frame) uwiagreauiliudoyavasiudsusazy wiazuodluuuiueu
nanadeyanudiual :nnsdsiedeyanuinteyaliauysaimmeuisdiunansisnsiei 1 doyafigame
ﬁiaLﬁawnmu%Qﬂﬁmﬁq (Listwise Deletion) LLazﬁwq@mwagugﬂLmuﬁﬁ’wmﬂixmm YNA0819LTU Tuga9 9
Weundaedd 2563 lifiteya “Arsusuneuanlen” “daesiaeenlen” “lulnsiaulasenled” diu “Telow”
melannile 92% Feaviisunadoyalurisnadindn uasdeyavimaninuludassey 4 Yuramely 25% vl
FauUs Rainfall gnenidneenty foya (sedalue) Feanaande 32,880 wnauay 11 Aedul (RniAsiiuaaiian
35,064 uaaz 12 aaduy)) luguil 2 Wuniuaimsminduansusinauaznisnszaeideyagameovesiiuds
PM2.5, PM10, CO, SO2, NO2 g 03 Faildnsnnnsgameninfiu 5.08%, 2.99%, 6.34%, 6.51%, 6.10% uag 7.18%
LRHGRON aﬂmmmamﬁuauawﬂmmmﬂﬂ mumLLﬂiwiuﬂiwﬂQIuLqunumauamumuammm Tngazszanaen
foyagaymetaisunurgamevesiaulsiervesiaulsiu (Univariate Imputation) Fsfifesriadouas3s L
LLaS’JSLLVluﬂ’]E,jEyM’]EJN’]uG]’JLLUiEJu 9 (Multivariate Imputatlon)iuﬂ”liuslsuaﬁ KNN Lazi5 MICE

nsneInTalA PMys sefuseddtoyadunetu doyailildmefulildaiadee fuumudeyasetu fulu
yupdeyafiaziluldludunoudalunaumde 1,370 unauay 11 aedutl deyamaniargnutsoondu 3 9 Tiud
foyayadeu (Training Set) ilaoulilasshaiinniaieuy deyayansaadeu (Validation Set) WlevUseiiuns
vhaumesuuaesiiadistunasdoyayannadey (Test Set) ) lumswrdouUssninmmshuesuuiass
Tuguusnudadeyasenidu 2 diu 80% dmsuaeu way 20% dwsunaaeu tnslideyadgaluyanaaey
Mniusinendsing 200 vesteyayaaousugansaaey dufivdesgandutoyayraouiiuiads

4.3 wuUdINaed LSTM
WUUT1809lATIUY LSTM dfauUsuadwsiiies (Output Variable) 1 dauds AeAranududuass PMys wa
fruusUoultn (Input Variable) wanesh Tuiteglduuusass 4 SULmumamLaua"l,”ﬂmm'maﬂawm (5] adl
wuUdnae 1 UsmaumamLLUif]aumwmauﬂianﬁamuwuﬁmmmeauqaqm 5 SUAUWIA
LUUSIaesdl 2 iuUsA PMys vesSuneunti (LAGPM2.5) Wsalusuusiassil 1
LUUSae 3 AnannsldiudsteudvamunsmennsalfuUsadng
wuusiaesd 4 ldsuds LAGPM2.5 wWhanluwuusiassii 3

Fetoyanliannnaiindsunuagymens 4 38 TinanisAndendiudsteudrifianuduiuslusedugegn 5
dusunilouiu Auusinarilfie PM10, CO, SO2, NO2 hag 03 aggnundiurlukuudass dsduudasdsnig
Uszanauandeyagamieaglduuudiaesnadisuaindiudsyaiieniu dregrsadulssansanduiusveyadeyai
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gnunuiA1meluaieds MICE uanslaguruginiuiou (Heat Map) fagun 3 Ballannuiduvesduingdivuin
AnudNRusInaulume Jeanduusedvdanduiusuansailuiiavlureweming

PM2.5 PM10 co S02 NO2 03

DAL RN 0,32 -0.42 WERS 0.28 0.47
LD SRR FY 0,32 0.46 BELY 0,25 0.45
DRLE LRI R 1 2 -0.37 0.13 8858 0,44 0.48

S02 0.61 055 100 O -0.29 0.30 023 0.36 0.32

NO2 0.75 0.64 055 100 029 BEMERIS 0.37 EELERT

03 0.62 (D28 L ELA028 1 00 FXTRE] o 55 [FUERE
Yemp --0.32 -0.32 0.37 0,29 -0.41 -0.05 BESN 0.03 -0.45 LEEIGEL)
Hum --0.42 0.46 0.13 0,30 -0.27 -0.49 0.03 BN -0.41 -0.29 013

Pross ERELELELE S 013 DR EDETY 0.45 -0.41 BES

VAndSp --0.28 0.25 0.44 -0.36 -0.46 016 L P21 0.29 0.03 PEE

003 042

WAndDir --0.47 -0.45 0.48 0.32 -0.56 -0.18 EFR O3 -0.42 R SSEl
32880 PM25PMI0 CO SO2 NOZ O3 Temp Hum PressvAndSPndDir
FUN 2 WNUAMYSNENIINSEAEfIvaslayagme 3UN 3 unugilanuouvesinduussavsanduius

wuudaesmaneinsal [5] a51eiulneld Keras uagléiine138n1s MinMaxScaler snUSurouiumvostoyaliiey
lugaafigaiu (Normalization) Aasening 0 fiu 1 finsldauilendunisnseduig (ReLU Function) wagdaneiiiu
8¢ (Adaptive Moment Estimation: Adam) Inerfuunelaesnisiiines (Hyperparameter) &4 s1usutugeu
2 $u drnilnuslunsasfugeuniniu 32 Tuus suadeyaléifieusurdminlunsasads (Batch Sizelwiiu 32
UIUTBUNITADU (Epoch) 100 50U kagn1sguanduaulvug (Dropout Rate) 20%

5. NAN1539Y

wuudaes LSTM gniluldlumsyinungenumiuiunes PM,s vestugeiu Tnsendodeyadounds 1 fu, 3 fu
ua 5 Tu SennuusiugrwesnswennsaldmiuusayiiUssnumgymeTadedidta RMSE way MAE fenaneii 2
Afiesgalunamuuuusuiansiaiduiamin Aunaldfeaunsiugns (3) uaz @) lnef y Aordoyasss »
AormeINTal kar n Aeduiudowa

RMSE = \/%Z?=1(yi =92 ©)

1 R (4)
MAE = ;Z?:ﬂ)’i - 3l

MINMTANAMITIENDS k 10938 KNN mldannisaesiinassgnuiuieuiluGes 4 ududendn k Alvimau
Aananvasnisnensalfesiian Tunsiliinaasuduiuavavianunsening 1 8¢ 20 16 k fdwiniu 11 dwmiuds
MICE 19914 Iterativelmputer iU RandomForestRegressor 984 Scikit-learn ‘Lﬁﬁaui‘un’lwaﬁﬂ’liﬁ’m'm Tolerance
D 1e-3 Mnuauszfiudsz@nsamnisnensalnuindianuaaisadeusanduunldannds KNN was MICE Tng
ax D i D a v oA [ = 4 = Ao D3
T KNN Tidanueanaindioudesiian 9 nsil Wesfianduduass 9 nsdlarnviavua 24 nsal vaueids MICE Tvien

d' D a v oA [ ~ aal D a - D
AuAaALAGeUTeETian 9 ntl Uselignduduaes 7 nstl uagls KNN lridadeaiumainadeu RMSE Uaeiign
(RMSE = 8.2149) @35 MICE ifaduanunainndou MAE Wewsn (MAE = 5.8680) Fuwansliiiuinvisaosish

v o o v YA v o o Y1 ad ' v A A o~ 1Y)

uwaneariusntn danugnaedndifesiu deludeasuladnis KNN wae MICE Usssnugamelafigauledieuriv

64



NsansuInnssunsSeuiuasmalulad U7 3 atuil 1 Weuunsieu - Weudiquiou 2566
Journal of Learning Innovation and Technology (JLIT) Vol. 3, No. 1, January- June, 2023

AN5199 2 WaAsIETlSeuiBuUSE ENSANAISNEINTR

wuudnaes | deyadounds Frade B L T8 KNN (k=11) T8 MICE

i () RMSE MAE RMSE MAE RMSE MAE RMSE MAE
1 1 8.1786 | 59897 | 8.1974 | 6.0536 | 8.0989 | 5.8737 | 8.0459 | 5.7203
3 8.6244 | 6.3999 | 8.5359 | 6.2024 | 8.1633 | 5.9775 | 8.4469 | 6.1222
5 8.8853 | 6.6605 | 9.4231 | 6.8087 | 8.5266 | 6.2718 | 8.8007 | 6.3984
2 1 7.7127 | 53021 | 7.6812 | 5.1964 | 7.7067 | 52953 | 7.7721 | 5.3086
3 7.7523 | 55212 | 7.6457 | 53828 | 7.8449 | 5.4533 | 7.5889 | 5.2834
5 8.2646 | 5.7581 | 8.7674 | 6.1022 | 8.0618 | 5.6123 | 8.3627 | 5.8665
3 1 8.4806 | 6.2604 | 8.9818 | 6.8289 | 8.1947 | 5.8680 | 8.2216 | 6.0583
3 9.0918 | 6.8451 | 8.7415 | 6.3734 | 8.2782 | 6.1733 | 8.3089 | 5.9324
5 9.1076 | 6.6341 | 9.5423 | 6.9109 | 9.5226 | 7.0639 | 9.7006 | 6.9777
4 1 7.6318 | 5.3213 | 7.7938 | 55334 | 7.6897 | 55107 | 7.7101 | 5.4289
3 7.8389 | 5.6263 | 7.8634 | 5.6647 | 7.7954 | 55133 | 7.5859 | 5.4196
5 8.7016 | 6.0475 | 8.6816 | 6.0154 | 8.6960 | 6.1742 | 8.4108 | 5.9000
Aade 8.3559 1 6.0305 8.4879 | 6.0894 | 8.2149 | 5.8989 | 8.2463 | 5.8680
a'aw.ﬁ&mwummgm 05396 | 0.5348 0.6557 | 0.5741 | 0.5161 | 0.4861 | 0.5976 | 0.4944
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