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Abstract

The objective of this study is to examine the factors influencing perceived usefulness, behavioral
intention, and actual use of ChatGPT among Generation Z students at Nakhon Phanom University, based on
the Technology Acceptance Model. A sample of 400 students from vocational and undergraduate levels is
employed. Data are collected through an online questionnaire and analyzed using structural equation
modeling to test the hypotheses. The results indicate that subjective norm does not have a significant
influence on perceived usefulness. In contrast, image, job relevance, output quality, result demonstrability,
and perceived ease of use have significant positive effects on perceived usefulness. Moreover, perceived
usefulness and perceived ease of use positively affect behavioral intention, while behavioral intention
positively affects actual use. The findings confirm that the Technology Acceptance Model is applicable in
explaining user behavior, and practical implications are provided for the design and development of

technologies that are easy to use and reflect the value perceived by users.
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1. umin

Tutlgtu landdawdniumafeunlamansygiauasdnuiifieududounasmautsdugatu asinsua
antunsAnwdndudesendedeyadnnummmariievinniinsed Uszinana uazldatiuayunisindulasgisd
Usgansnm msvihanlunanvatsnadiudsiesendemaluladlanunsansuaussanusinig miusiug uas
anuiiangu itelaenndestumaldsuuamedaniinudouodislivgais dewmni weluladdyyUssivg
(Artificial Intellisence: Al) Fslsignimuuaziunlddunalndrdglunisenseivss@nsnmnisineu [1] laedinis
WW‘LA’I%Wﬂ’J’llJﬁ’]?,J’liﬂ(;?ﬁLLGiﬂ’]iL%“&JUi“ZJENLﬂ%‘IEN (Machine Learning) N13Uszunanan 91535178 (Natural Language
Processing: NLP) TUauflsn1siiasziidemanisal (Predictive Analytics) iaeluyudannsndndsteyaidsdnle
und iy mewmunegadansylanves Al ldneliia “Yysedugidainin” (Generative Al) Fedioilu
anmstulniftansoaadenln q WWnndoyaiieusan 2,3

ChatGPT fetfunislumaluladtyuseiviidsiudnilddunsiaunlag OpenAl Imaﬁﬁug’mmm‘imma
nMwualng (Large Language Model: LLM) %ﬁﬁiaaaﬂmammaﬁaui&%ﬁﬂLLasmsﬂszmamammassmwﬁ i
Tsruuannsadilanwinaraidonnuneunduldlndidssfunisdearsveanysd ITaminisues ChatGPT
Budunnmsimunnauddiea GPT- fldnsnmgstulunsaisassdidemiigniesuaranadasmuniun (4]
Tutiagsu ChatGPT ldgnihunldegrsunsuarevisluiBegsia mside n1sdeans uaslaslanizogieddlunanis
Msfnw dwduiindnw ChatGPT SumumdayesnadslunsatiuayumsiFous liaidunsdududeyaiiievi
318911 N1FATUUNAMNNIGITING N15TILATITABUNIY Lazn1TIiALLeIT9lAT9a3 1990991378 nasnausil
i fiailouitasiaiu (Virual Assistant) Aldneuuuuiealvsildedrdangu [5]

nguinseensumaluladues Davis [6] WunseuwnAniliiumssndaeganiundunsesuenginssy
nseeusukaznsidnumalulad Inedduusddgassdsenis lauwn n1ssuitiaselewd (Perceived Usefulness:
PU) Famnefisanuidevesliinumaluladannsatissnsefuussansnmasvinanu uaznssudfsamnudelunis
14913 (Perceived Ease of Use: PEOU) @ sazviouninuganitmaluladinnududeusiuazldauldazain [7]
yuideluefnfududn PEOU dwalfsuansie PU wazvisdesiaulsidnswalaemssiotanuildaru (Behavioral
Intention to Use) & a1i1lgn151991u954 (Actual Use) [8-11] Venkatesh uag Davis [12] ldvenensouuuafn
Fananlusuiuy TAM2 lneiiisdladuneuendidnase PU Uszneuse ussvingnuidednids (Subjective Norm)
mnefls wsanaduvdemnumaninnyanaseutiionaiininadenisdndulaldau nwdnwal (image) maneds
ns3uiiunaluladvisiiivaniugnsdanuvioasviounmdnuaiiuas auiAeItesiuau (Job Relevance)
meda nsnseviniumaluladiamiuddgsenissauviounumming aunimvesadns (Output Quality)
yinefs amnudesuiwadnsildanimaluladgndeuazidofiols uazarwanunsalunisuaninadng (Result
Demonstrability) munefis nswiudszlesiveamaluladldesinlugusssunavansadiluldass Haseimaniling
19 TAM2 ﬁmmmmmqa%ﬂumia%mawqamimmiaam%’uwmiuiaﬁ Tnganizluiiniainisfinenaznisvineuy
[13-15]

defiarsuluuunvesnindnwiatueisduuse (Gen 2) JudunguauiiiAnsenined we. 2540 - 2555 way
Aulammdeutumaluladidvia aundelnuuasdedinuooulay fanududutuedesdeddvauazaamianisldom
e dvaan uazmEUALITING [16,17] Snva AN donAdITUNTOULLIANTEY TAM @aitiuin PU way PEOU
utladendnitmmunnissouiumalulad Tugaslidtfiiium mssingues ChatGPT Tugiusyauseiugids
fufin (Generative Al) ldai1snsivdsuudasienisifeusuaznsideesieann ChatGPT anunsaaguunam fou
A0NTAIATIET Uavdisadislareivildegnaivse@ngam i ligldsuitennudelunisldnuuasselon
WF9IBINN5eL9TALaY [9,10,18] Snralefinnsanmeld TAM2 agnuiniaseniouen 1wy LSnASUNSEIANaIN
iouuaze1ansd amdnualvesdldnaluladln mmaenadesiunuidouaznisiBounisasy ufsnaninuas
AENINsaluNTLARSHA NS daudunuIMsAen1SEoNsy ChatGPT 389in@n®n Gen Z [19,20] nM335ud 3
FnquszasdiiieAnuiiiadeidnsnasiensuensunsly ChatGPT vesiin@nun Gen 7 Tnsimusnsouuuianns
3o Faguii 1
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1.1 dnguszaeAvasn1side

1) WeAnwidvnavesdadunieusnlaun UsIingILEnIde nmdnYal AMUALITDIVBNIU AMNTNNAGNG

wazAUEITA N TRARIHAR NS NTsaN1TT U sElewnl

2) wefnwdninavesnisiuinnuirglunisldnuninensiuiteselovd

3) WieAnwdvanavesnsiuitelseleviuaznissuianudelunslénuiideranuldau

9) iefnwdvEnavesanuildnuifdenginssunislinuads
1.2 gUNAFIUNITIY

H1: ussingudnidedidninaeuindenissuineUselovd

H2: mwanwaliiBvSwaldauinsenissuitasslenl

H3: Ananieadesesnuilaviwaliauindensiuiieuselom]

Ha: AN MKaaNSIBnENaBuInden1ssuiteUsElovl

H5: AnwansaluNsuansHadnsiiBvSwalgauindenissuiteselonl

Hé: nsfuianudirglunisldnuiavinaleuindenissuitauselovd

H7: nMsfuiteUselevdiidninadauinsaianunldanuy
H8: n1sfuianuirglunislidnuiavinadeuindeanuildeu
H9: AU lguLBENaLTIUINAONgANTINNITITIUTS

Subjective

Norm

Perceived

Usefulness
A

H7

Job

Relevance

Output
Quiality

Perceived

Ease of Use

Result
Demonstrabili

UM 1 nsRULWIAANTTITY

2. 3anliun133dy
2.1 UsE9nsuaznguiagig

Intention to

Use

ChatGPT
Usage

Usznslumsidonded ud dndnwsesuentafnuuarseiuliyyinivemmiinetdeunsiu semun
$1uu 8,080 Au flaglu Gen 7 Tnefiansanantiinsgning w.a. 2500-2555 MuUATLIANGNA DL 71519
fvuavuIafiet19ves Krejcie uay Morgan [21] isesuainuiiiasiu 95% uazaunaiaindey 5% laoidonld
PUIPNINAATEINTI Ap 384 Ay aglsfin MuATeElER MR IUNguTheg1Tu 400 Au (Fns1edl 1) ol
snnansadanifisamedmiunsiinnesidaiauazuuuiasadeniveg Sﬂﬁgqé'mﬂuﬁ’]mumjuﬁaasmﬁLﬁmwa

Y v

sansldmaliansinsesiaun1siaseaiugadumieds PLS-SEM auinueived Hair wagansy [22] Mausliings
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f1e81911ANI1 10 Lviﬂsuadﬁi’wuauﬁaﬂd%As?}}Lﬁﬁ"@ fuUsursvilei wazannndy 10 Lviwmﬁi’ﬁmmﬁumaﬁ%yvﬂ'ﬂ@:ﬁa
wUsuslaviiledn
2.2 FnsAndenngudlatng

nsdmdennguiies19ldi5n1squnuuny sty (Stratified Random Sampling) tnsuyadunuauy e
uinende uazduegadudadiunmdnuussnnslundazane fnssi 1 ielildmunuiiasvieulasiain
Uszrnsasawesnnine1ds Taenseusedearlduiangiudeyanzifouindnuivesnasuinsininisves
MINYIRUUATNULLSNAIUALY mﬂﬁjufjuiwa%aiuLLﬁas%uﬁaaﬁﬁduaﬂwadﬂa (Simple Random Sampling) A1y
Srunuiidunld dWelvinisdadenlusda naaeuld uazanoafiannisdu nisdmdennagusiegisliinusinngda
e 1) WuihAnwseiuotfnuwideuiyanes Afddnmegluamansinniinsifutoya 2) eglutast
Win w.e. 2540-2555 3) Bugeudnsiunsidelagaiasla uagldinasinisAneandie 1) lieglutislifamuinue 2)
nsenuuuaeuasliauysaiviedideyatienanelvifnendlunsiasizi

s uiesluuartuisgninisinasiniudnaau (Proportionate Allocation) fsaumsfi (1)

n, =k xn (1)
h= N
HE) Ny, Aedwuiegfidenisluanzi

Ny, Aodwaudsznmslupaei b

3

°

N fAeduudssannsianun

A o Y '

N AIUIUFIBEITIHBINNT

A19199 1 Useansuasngusieensiildlunisidy

ARy UG UIUNGUTIBY
AEATANEANS 1,600 79
AzmAlulaganavngsy 1,115 55
AUEINYINITIANSLazAluladansauma 608 30
Az Ralsmansiazinendmans 607 30
AuzLNEasLazalulad 556 28
AMEIAINTTUAIERT 473 23
AN EERS 324 16
Inaes NN 896 44
YNNG TIVIAUTUITYUT AT 764 38
Wedumalulaggnannsuesainsy 735 36
IeREUIIIN 296 15
eaensiu MsAne) Lagddeuunaa 54 3
%wmé’amiviaaLﬁmuazqmammsuﬁmi 52 3

33U 8,080 400

2.3 \nRpsflafilélun1sade

\3osdiefldlunside Thun uuvasuaueeulat AfamuinunseunguimseusumaluladiieAnsing
gousunsldau ChatGPT vestindnw Gen Z wvadu 5 noudeidlosty Tnsmeudl 1 1iudeyaluvesmneu
wuudeun dnvazdanuduuuuidensions (Checklist) S1uau 8 4o neudl 2 iumnuAnifiusietladunisueni
danasenssusisusslovd dnnu 20 4o Uszneusneussiiagiuseide nmdnwal AnaAeitesvess aunm
NAdNS warAuansalunisuansaadns aeudl 3 WuanuAniuiAefunisiuifssloniuasnisiuinnudie
Tunsldarues ChatGPT luu3unmsiisulazauivinig 91w 10 98 aoudl 4 iuaruAaiudaduanuily
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0 1w 4 o wazaewd 5 1ueruAndiuieafunginssunisldenats s1ui 4 de Fwewd 2 - 5 1 dute
momunsaulafsn 5 s2du (5-point Likert Scale) Ao s¢du 1 = liiudneagnads seau 2 = Liiudhe sedv
3 = iughetunans seRU 4 = Wiy wazseiu 5 = Wiuseog1ads
2.4 m3hnsevideya

nMs3vendadldisaunislasadrandedudu (Structural Equation Modeling) Tnsuvsnszuauniseanidu 3
Fumeu Usznoudae duneudl 1 msusziiulinaanis¥a (Measurement Model) Ingn1sasiadeununsads
U559U (Convergent Validity) wazAULTi B9n5981uUn (Discriminant Validity) wazaudeduniely (Internal
Consistency) Tunouil 2 msUsziiuanuaenndasvesuuusiast (Model Fit) Tnsnsuszfiuanuneveslaing
Tasreadeiinnsgu uasduneuil 3 nmaaeuuuuaenddasiaiidlaeldada PLS-SEM Tumsnaaeuidums
Faagszrieiauusud Insmsnumdulssdviunsgiu dudsauunngiu uasdeddymsedfveadums

3. NAN1TIVHATaAUTIENA
3.1 MInadaUANNTiBInsuBasdUsznay (Convergent Validity)
NM13M919A0UANNTBINTUTI0AUSENOUTBIFILUTUNIRI SN NN aUT A Ay 2 Usznas Teun Atimin
83FUsENBU (Factor Loadings) wavAnadennuuususiuiinewild (Average Variance Extracted: AVE) Tnenanis
Ansesiuandlunansd 2 wudh Anbudnesdusgneuismuadieneglugag 0.732-0.932 Fsgeninasidus 0.70
wariiTedAyn1eada (p < 0.05) wandldiiuingad snaunsaasieuavesiulsudaldegaununzan [22]
Yozl A AVE waausazsudsuslediaegsening 0.623-0.848 ganinunasidiimualiil 0.50 Sadudulsingy
wsuslsaninsaesunemnuulsuniuesind nldegauiivae (23]

A157199 2 ARALTINTIUUILATHANITNTIVABUANULNIEINTUTIDIAUTZNDULAZ NN TIEUANL LU Y

Construct Mean s.d. Loadings Cronbach's alpha CR AVE
Actual Use (AU) 3.733 0.925 0.861 - 0.914 0.921 0.944 0.809
Behavioral Intention (BI) 3.672 0.930 0.909 - 0.932 0.940 0.957 0.848
Perceived Usefulness (PU) 3.778 0.902 0.848 - 0.902 0.896 0.928 0.763
Perceived Ease of Use (PE) 3914 0.836 0.887 - 0.925 0.924 0.946 0.814
Subjective Norm (SN) 4.417 0.973 0.732 - 0.835 0.800 0.869 0.623
Image (IM) 3.657 0.984 0.857 - 0.906 0.907 0.935 0.782
Job Relevance (JR) 3.780 0.918 0.902 - 0.917 0.928 0.949 0.823
Output Quality (OQ) 3.716 0.849 0.879 - 0.911 0.917 0.941 0.801
Result Demonstrability (RD) 3.734 0.869 0.910 - 0.912 0.932 0.951 0.830

3.2 MAgaUANTiBInsIsUn (Discriminant Validity)

dvsunisnsrdeunuiisansesun 1953n151USeudisuan Heterotrait-Monotrait Ratio of Correlations
(HTMT) Tneadwsusngdantsnedl 3 wuinen HTMT agsewdng 0.716-0.897 Ssinndnnmst 0.90 Uedhiifvesh
wUsueusazaansatenaniulaegetaay warldfinuiugeuiuais [22]
3.3 mwagauadasiuntelu (Internal Consistency)

m’mL%aﬁ'umaiusnammﬁq%%gﬂmwaadmEJ‘L%’ﬂ'w Cronbach’s Alpha kaza1Aadesiudsesduszney
(Composite Reliability: CR) naddfisn1sn1sl 2 uansliifiudn A1 Cronbach’s Alpha vesndauysuriagsening
0.800-0.940 Fufuninnsi 0.70 fifuals uwazan CR ag/lua9 0.869-0.957 %’aqmdﬂmmsﬁ 0.70 wwuiy wanslu
Wi saluusasfuusudstinuaenadesnelufivnzay [24]
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3.4 NINAFAUANEEAAREIYBSLUAR (Model Fit Indices)
nsusziiiuaugenndesvetlunanudeyalisusedndiilaelddeil SRVMR uag NFI wudn A1 SRMR iy

v
o

0.044 Ferfeuniunuel 0.080 waze NFI Wiy 0.866 gendunuel 0.800 Feagluseaviisausula [22] fail
anunsaagUlailumafiaiwulinnumngauuazaenadosiudeyaiiusiusaun

A19719% 3 NANTTIATIEVANULTLIRTITUN tagldan HTMT

AU Bl PU PE SN IM JR 0Q RD
Construct
AU -

0.897 0.813 0.793 0.821 0.815 0.856 0.814 0.838

Bl
- 0.813 0.793 0.821 0.815 0.856 0.814 0.838

PU
- 0.831 0.745 0.784 0.83 0.841 0.842

PE
- 0.827 0.897 0.716 0.755 0.874

SN
- 0.794 0.893 0.876 0.795

IM
- 0.869 0.818 0.881

JR
- 0.776 0.868

0Q
- 0.856

3.5 NMIVAFBUANLAZIU

M3 4 WanINANSYIRAB UANNAZIY WU UsTTinguseidelaifidvsnasenisiuiieselviogaiideddy
n19adif (B = -0.006, p = 0.899) nMmanwalddnsnaldsuinsenissuieuselevdedeildedidynieadia (B =
0.199, p < 0.05) m’mLﬁaa%aamaaawuﬁém%waL%qmﬂm'amsi"uﬁﬁwsﬂmﬁaéwaﬁﬁaﬁwé’agmaaaa (B=0192,p<
0.10) AMAINKAR NS A INTnalTsuIneian153us deUseloydegaddvdrAyn1eadd (B = 0.156, p < 0.05)
ANNENNTO UM SLARINAANSIBVENaBUIndonsTuiTaUsylevdeeelidedAgyneatia (B = 0.243, p < 0.01)
nsfuimnunglumsldnuidvnadeuindentsiuiiesyleviegaiifedfgynieeadia (B = 0.156, p < 0.01) N3
FusteUsrlonulidvanalauindeanuldnuegaitvddgmieadia (B = 0.248, p < 0.01) M3suiANNdelums
TduidvswatsuindenuldnuegwildedAgnisans (B = 0.659, p < 0.01) waztanulldauiidndnaigauan
sewgAnssunslinuaieesnafidoddameaia (B = 0.836, p < 0.01) faguil 2 fatfu Seufasauignd 1 way
gouTUALLAT A H2 — HO
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SN1

-
0.785 (0.000)
SN2 < 0835 (0.000)
0732 (0.000)
<
SN3 ™ 0.803 (0.000)
ol Subjective N
ubjective Norm
s ! PUT PU2 PU3 PU4
M1 x 4
- -0.006 (0899) 0.848 (0.000) 0.872 (0.000)

M2 o 0.869 (0.000)
e oo 0.902 (0.000) 0.871 (0.000)
M3 43282 (g.ggg) BI1 BI2 BI3 Bl4
Pt (0.000) 0.199 (0.011) LN b
Image 0.909 (0.000) 0,927 (0.000)
\ 0932 (0.000) / 0.914 (0.000)
JR1 0.248 (0.000) L
- 0.192 (0.056) v

JR2 40902 (0000) Perdeived Usefulness 091100000
RER« 0502 0000 0.156 (0033) 0836 (0.000) A 0314 0:000)
‘0:905 (0.000) P 0.156 (0.009) : 09110000, .
R4 08610000
Job Relevance Behavioral Intention Actual Use
0Q! < 0896 (0.000) 0.243 (0.001) 9,659 (0.000) AU
0Q2 40893 (O@)
40911 (0.000)
0a3 (0.879 (0.000) Perceived Ease of Use
0Q4 Output Quality
0.901 (0.000) (¢ 0.887 (0.000) (0.000)
RD1
«
0910 (0.000)
i = pe2 PE3 PEs
RD3 0.910 (0.000)
“
RD4 Result Demonstrability
3UN 2 nansnaaevauuigulaglinisinseyt PLS-SEM
ﬂ']i']\iﬁ q Naﬂqi‘l’]ﬂﬂaUﬁllllai’]u
auuAgIui AUFUNUS B p-value NAN1SNAHBY
1 SN = PU -0.006 0.899 Ufasausngiu
2 IM = PU 0.199** 0011 goNSUANLAFIY
3 R PU 0.192 0.056 youSuAuIRAIU
4 0Q =2 PU 0.156** 0.033 gauSuaNNAgI
5 RD = PU 0.243** 0.001 gaNSUALLAFIY
6 PE = PU 0.156** 0.009 youfuauLAgIu
7 PU = Bl 0.248** 0.000 goNSUANLAFIY
8 PE = BI 0.659"* 0.000 youfuauLAgIu
9 Bl = AU 0.836*** 0.000 goNSUALAFIY

*p < 0.10, ** p < 0.05, ** p < 0.01

4. g3Uuasanusnena

namsisetliiui usiagiusnidelaidsninadensiusdsusslomivonisld chatGPT lunguiindnw
Gen Z Faumnineandeiauses Venkatesh waz Davis [12] filfanudrdgyiuusenaduniedsasilugiugdade
Aeuenfiansaaiuaiansiuiiasslewils og1slsin Snuaziannzueindy Gen Z Mdulaundumalulad
Advauardanududasyguienisindula o19esuneldiinindentd ChatpT Slddusgifunnuiiuviousanadu
MNYARaTEUTIS nuAinann1sUsEuAuA ey sraunsalnsslunsldeu [16,17]

Tumanduiy Jadesnunmdnual Ananiertesueanu Aunmkadns uazarmansolunsuanssadns
navdwaldauinden1sTuitiauseleviogailiudfny aenndeiunsoulwIAn TAM2 At tasemeusnmania
unumddrenisasrenissuiaualumslimelulad [12] nadndissldsumeativayuanmuidelusfnfiseny
TldazsonsumaluladlndAdefonoviwaluladduamsaaiuadanmdneal sevauss nunionisiai
Aedes LLasﬁwlﬂgimaé“wéﬁﬁﬂmﬂwwLLazmmiaa%malﬁaEm%’mLﬁ]u [9,10,18]
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uenndl nam e lmiuiniinssuiinsdlomitasmasuianudelunsldnudsadeanuldey
sasriamuldnuiinadenginssunsldnusivedasiutn nadniaenndastuuuusiamnissensumeluladves
Davis [6] Aiszyinssuifsussleninaznissuinnuielunsldaudusuusddyidmunanuildau uas
wnuldudutadetinlugninfanginssuais anuaenrdesiandmildsunistuduain Amassaad wavamy
[19] waz Li uazaniy [20] FadnwmgAnssunislimaluladddvialunaugFounasnuinnisiusiasslominazam
selunslémuhlugnisairaanuuaznsldoussedserios

Tavasy nan19iseadedvasfuduanumnzanes TAM uay TAM2 luniseSutenginssuniseousy
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