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The Application of Deep Learning Techniques to Analyze the Effectiveness

of Digital Marketing in the Business Sector

saaaus gassung” Seannsal undened?
'z angnsdnntsuazinaliladansaune wTineidounswun Zeazuinisgiiauaznstad aineidesvdy feda
Rossukon Suwannakoot!” Atcharapom Nachaithong®
!Faculty of Management Science and Information Technology, Nakhon Phanom University
%Faculty of Business Administration and Accountancy, Roi Et Rajabhat University

“Corresponding Author E-mail: rossukon.koy@npu.ac.th

Guifuunanu: 17 quaius 2568 Fuiludlounany 17 figereu 2568 Suilneusuuners: 14 nsngiew 2568)
unAnge
= oo S Jao ¢ < o a = Y oo a ¢ a a
msfnuideluaseliddnguszasd 1) ieuszgndldauneliamaseuiidadniunmsiiasenlsedvsnnves
MIna1eRRvia 2) WieiSeuiisuuseavBnmlawanisiseudidadndimiumsinsgideyadnunaniasufidvia way 3) Lie
Uszilulsednsnimeesnisnarnfdvialaslddiydanianiseann laslddoyavinunannesudedenuosulail

msmidugBiannseing wayszuulavaneeulal §1uiu 57,000 isaresn 29 uevviatan Lagldiaialumsinses 2 ngu

£
o

Wud 1) FATduneaaRdvia (Eannsdidausm, Smmaedn uaskapeUWNLAINMIAIL) ey 2) FETadiu
UsgdvsnmuedluinansiSeusidean (Accuracy, Precision, Recall, F 1-Score Uag RMSE)
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gndesgean Sevay 92.50 wawifdmmmaiidnsin Iife¥esar 25.00 wansliifuimsliengianufaiuresgndndu
Safuddiiteuiviamsma Teedernuiiidevmuininadoseamemnnnideanuiidly wamauieudieuluiea
wuh Taea BERT daugniiesgean Jevas 92.50 daumsusziiudsz@vsnmuesmananaidvia wuin iinadnsiiafigaly
yndhialétedosay 27.80 Snsimarandetay 12.60 uarHARBULIUAINMIATILSOAY  18.20 mudiy meISessln
WiihmsiiesgienuAndiuvesgnd Tnslamzarudaiiuuin SransenudeseruenazuanidinnudrAyeanisld
welulaBmsSeudiednlumadilanginssuuasaufessuesgnén waskanSidetausodluusuuanagnsmseann
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Abstract

This study aims 1) to apply deep learning techniques to analyzing the effectiveness of digital marketing, 2 to
compare the performance of deep learning models for analyzing data from digital platformsand 3. to assess the
performance of digital marketing using marketing metrics based on data from online businesses through social media
platforms, e-commerce and online advertising systems. The dataset consists of 57,000 records with 29 attributes.
The analysis is conducted using two sets of metrics: 1) digital marketing metrics (engagement rate, click-through rate
and return on investment) and 2) deep learning model performance metrics (Accuracy, Precision, Recall, F1-Score,
and RMSE).
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The research results showed that using the BERT model to analyzing customer feedback, comments, and
sentiments from posts achieved the highest accuracy rate of 92.50 and increased engagement by 25.00. This
demonstrates that analyzing customer feedback is a key factor in improving marketing strategies. Positive content in
posts had a greater impact on sales compared to general posts. The model comparison results showed that the
BERT model provided the highest accuracy of 92.50. Regarding the evaluation of digital marketing effectiveness, the
results were the best across all metrics, with an engagement rate increase of 27.80, a click-through rate increase of
12.60 and a return on investment increase of 18.20, respectively. The study also highlighted that analyzing customer
feedback, especially positive feedback, significantly impacts sales and emphasizes the importance of using deep
learning technology to understand customer behavior and needs. These research findingscan be applied toimprove

digital marketing strategies, fostering relationships and enhancing return on investment effectively.
Keywords: Deep Learning, Performance Analytics, Digital Marketing

unih

TugafimAluladidviadhaniunumdrdluniagsfia nsmawRdvia (Digital Marketing) lénaneiduniliiinsi
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(Natural Language Processing: NLP) 14 Bidirectional Encoder Representations from Transformers (BERT) Foduluna
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ER = (Likes + Comments + Shares) % 100 (1)

Total Impression
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(Azad et al., 2024)

Sunuedniiima
CTR = (—)X 100 (2)
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3. HAMBULVUAINNTTAWU (Return on Investment: ROI) tJusa@Tniildusziliunadiilsvesauiugnisnan
Tnaseuiisunelantasuannuaugiualdiienamuly aansauandluaunsi 3 (Smith, 2024)

rot = (——)x 100 (3)
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Minnegndiesmednuunsainsuaivhmsvihue Taefinnsannnema aansauansluaunsi 4

TP+ TN
Accuracy= (4)
TP+ TN+ FP+ FN

2. aneuuaiug (Precision) Ao dndauvesmsvhuemduuinads q Weilisuiisuiunmsvhueiavuaiiduun
Mmuandunsaiiinneduuinuaygnieaiisutiudununsaiminneduuinisvun awisauaedluauns 5

TP
Precision=——— (5)
TP+ FP

& [

3. fpuszdn (Recall) fio dnduvesnsdiniduuinads 4 fgnvihuneduuinainnmueimluuingds 4 fuom
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TP
Recall= ———— (6)
TP+ FN
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4. MANuENga (F1 - Score Wi F-Measure) fig Anadiedelmiinsgndn Predision uag Recall dlvidviauga
FNSUNIABIAAINGTT MSAMUIAADNSIMANRAILUUANUIMUNTEN NG Precision way Recall Tagmilatansanausiugn

= o =
WAYMIASNAU anunsoauansluaNnsy 7

2" Recall * Precision
F— measue=————
Recall + precision

(7)

5. ANAAYTINTIEDITDINARNIAIEBY (Root Mean Square Error: RMSE) 3051n71d03u09A 11288 Uaanan1anasaed

sewmyhuneiuaass Wuwvidnddildmud @y furnuiemwaisuuialvg @misouansluaunisd 8

(8)
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(LSTM, BERT, CNN)
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2. M3Favisaniu Padding Hielianuenivesdermwiniu Tagimium Maximum Sequence Length 71 128 Token
3. M3a¥ Attention Mask iiteszyin Token loluddumsgnusanasaniols
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dl ¥ a Y a = a 3 a a aa v
#13799 1 Nafﬂ'ﬁﬂ'ﬁ%Sqﬂ{;ﬂ‘dﬂ'l'iLiEJuzLGINﬁfﬂ,uﬂ'l'i’lLﬂi"l%ﬁ‘lﬁﬂi%ﬂ%ﬁﬂ’WWﬂ'ﬁﬁla’]Wﬂ’\'ﬁ/lﬁ

Deep Learning Engagement CTR ROI
Analysis Aspect Accuracy
Model Improvement | Improvement | Improvement
Sentiment Analysis BERT 92.50 25.00 12.30 17.90
Customer Behavior Prediction LST™M 88.70 20.40 10.80 15.60
Ad Performance Analysis CNN 86.30 18.70 9.50 14.20

M5 1w meneidermnuanuAniuresgninlagldluiea BERT WiedlesizsinnuAnuiutasensy sl
¥99gnAN (Sentiment Analysis) :nlwas Aowlud waz3h Ifanugniesgeaeiisesas 92,50 uazausalimEnTIANS
fidousw 1dfedosar 25.00 wamsliifuinisane ianudadiuves gnéidutladud Ayiivasy Suusnissain iy
Foruiiudanninasosenunes wnnidernuitily Sudu 2 Tuiea LSTM anunsamamsaimginssusesgninléiusiug,
Taoimanugniesiosas 88.70 waztieiinmanouumuanmsawulifesas 15.60 wag CNN flenmgndeslunsiieses
ailarvaniiferas 86,30 wazteiiusnmnseantéfosas 9.50 Faduuselowidmivnseenuuulavaniifussavsnm
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2. maBsuiiisul seansnwlunam sdeudiddndvium siene it eyaa nunanwoiuddva faannAded
IAUseuiiieu 3 luwea 1w 1) Tuwea BERT Iddmiviasgiaufadiuvesgnéuay Sentiment Analysis 2) Tuiaa LSTM
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Deep Learning Model | Accuracy | Precision | Recall [ F1-Score | RMSE msiluldg
BERT 92.50 9120 | 93.00 | 92.10 15 | Bpsgsinnufuiiuvesgnm
LSTM 88.70 87.90 | 89.20 | 88.50 20 | mansaiuildurasngAngsy
Juslan
CNN 86.30 85.10 | 87.00 | 86.00 25 | BesrennnlauanuasasuLnug

s 2 wud Tuiea BERT fanugndesasgaifosay 9250 uaranunsolnsizvianufaiuyesgn@nlé

gnéeefian luiaa LSTMIanugnaeanfesas 88.70 danuarnisanibenlunisneansaluuilduvesguilan

¥

laganusaiaenidulnugnAasdmas@eaan wazluea CNN danugndesfesay 86.30 mwefiumsiasien
asAUszneunlulaivan Feielienunsneenuuulavanifegaanuaulaunniu muaiu

¥
a o

3. M15UsziuUsEANSAnveIn1snatnfavalaeldfiid ianiemsnann w3 Telald it andnnianisean

(Key Performance Indicators: KPIs) fiasnsnfi 3

AN51997 3 HANSIATIEYNSUSELIUUSEANS A NNSPaNaRavaLaglUsnTIan1eanIsaana

Deep Learning Model Engagement Rate CTR ROI
Deep Learning-Based Targeting 27.80 12.60 18.20
Traditional Targeting 15.30 8.40 10.70
A/B Testing 20.50 10.90 14.50

s

P 3 wuh mstwuadmingmum S eusldean (Deep Learning-Based Targeting)iﬁmaﬁwaﬁ?}ﬁqm
Tunnindt Teetedusmmmaiidusuiovas 27.80 Snsimsedn Sovay 12.60 UALHAROULNUAINMIAIY Souas
18.20 Taedl A/B Testing fluszavSamani m’sﬁmummq’mLﬂmmmwué?ﬂl,au (Traditional Targeting) Tnewfiudnsnisedn
Hufosar 10.90 wazkaneuwLAINMIasUiasay 1450 wazmstvuandudwansuuudafuivssanimndi g
Tneilansmsddnsiuseeay 15.30 Lagnanauunuainmsayu Seuaz 10.70 mua1su

d7UuazaiusenanIy
= a v dl v al Y a = dl a L3 a a aa o a
NNMsAnITeEeINsUszgnalinsSeusidednitolinneil sy avBa nmseaasdvialuningsia - awnsoasy
msefuTeHalanail
1. miwwsgideanuanufniiuvesgndtasldluiea BERT gniwildlumsiinsesinnufadiuuas o1 sual
v s < a O % v Ao a ' Y Y vee
Y2IgNAANINER ABNLLILA UayTI Laglvimanugnietasaniosay 92.50 uavanunsaiiudnsmsiiaiusiuvasgnileta
Sovar 25.00 nansEnwLAGuhnMIeeianu Aadiuvesg niniluleded dgylumsuiulimemseans Tneamne
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Fonnuidniniiisvdnadesonuisunnniteniusialy Fedenndoaiunuddeves Sayeed et al. (2023) sy
UsedvBnmves BERT lumsiiamgvianuianluvarnvanguun i msuszananademnuluniwe 9 gsiefuems
aanwasnssu szuulinzuuuioannudalul@ (AES) uazunanlesudedenuseulatl 19u Twitter uaz Google Play
HaMSIdeduduin BERT dussdvtamnioniunsgiulunuiuanudilaniw 1wy myeseianuian nsduun
Formu maveudom uaymsseufunaniw etslsimy anAfeiliidesdafiensinisan 1éud msfiluea BERT
dalsiamnsafmnudernuiiiunanavd efianuiniulfedawiugr Wy dermiiionsucidauusiogludeuan s
mssuilefulieyaiiiovienisuaninnudadiuiilieids Feenadmaionnuundefevesmlaneilutiunues aain
fiflnsdoansdudou sl Rahman (2024) wuh BERT fiusedvanmmiteniluwasy q weluumiuusduguazauga
lumsUszaiana Tnganunsaussganuusiudngeantadosay 95.00 9awWuYaY BERT Aeruaunsalumsdnnisyndeya
lnajuasdudon Suhefvemuuiudivesmaieneianuddn dwaldinunmmsuinauasauinivesgndi Ay
sdefitfuddey swdanusadiunelivesesdnsliuindsdosas 15.00

2. ynAdeihjaumsiauasdisudioulssvsnmwasunansidouiiddn 3 sUuuu 16 BERT, LSTM uay
CNN wamsAnwmud lawea BERT danuusiudiasgniosay 92.50 wavanusainmzianufniiuvesgniiliegnsgniios
fign Taiaa LSTM fanuusiudniesas 88.70 uazduszdvsnmgslumsneinsaluuiliuvesifusiag Tnsanunsassytisian
fififnftogean Taa CNN Sauusiugiiosas 8630 uasinedmiumsianeiesusenounnlulawun Gadaely
mssenuuudslavan flawsafegennuaulavesgnénl fedredivsz dndnm  malSeuifivuiiaendesivemiido ves
Bourahouat et al. (2024) uwag Computer et al. (2023) fluansliifiudeszansnmnuasnmsdonllunamu nvae v e
Foyaosnednau nsiamensditteyaduaezuuuy 1wy formmuazam viuideiiuaniomansenudaunvesnidliluee
WUy Hybrid fiderluealfmne fuusumisstoya Sueliesdnsanunsoieneideyalfrsuduuas aseunquisiy

3. mavswidulszAvinmmmsnanfavialasldiad favemsean wuh medvuadmnemumadousitedn
(Deep Learming-Based Targeting) ’Lﬁwaé’ws‘ﬁ?}ﬁqﬂunﬂéf’;%yi’mﬁwﬁzy Treteiiudmsnnisildiusanindudesas 27.80
SrmmsrBnintufesay 12.60 uazraRBUWILINMIaWULANTUT oAy 18.20 NamsAinwEdenadasiuauidey eq
Ramagundam (2020) Wz Beng & Ming (2020) ﬁ%ulﬁl,ﬁu’hmiﬂisqﬂsﬂ%mﬂﬁmmiﬁ‘auﬁ‘umm‘%lmszhal,ﬁuﬂsz?m%m wlu
mstandavanuazmsiidmiuvesiing Tesameludaufid wamsidodannsoiluldlumsmaunum saan iid
AMULRINZIIEY WU Makanlavaniamsyprakuusealyyl (Real-time Personalized Ads) M3senwuutonny kaz
amlaaniinevaussrernuidnuasnguiivang suwfamsuiusuuszanadelavanlaedinnussavsn ndog fins su
y03gndn Traiiuummaiendmanunsntlulsseandl fluunanrlesusng q 1y Facebook Ads, Google Ads 3auwasiosa

mMsmasgBdnnseting Taegnafiusednsnin

daiausuus

Foruauuziionams3deluly

1. ;nwamAdonuiiluiea BERT fenmusiughgsiigalum siiasngianuAndiuvesgni Tasaunsouiu §nsn
msiidusuvesilanuldfedesas 25 dathu gshammitluiea BERT lUssendlilumsiemesideruandedsnuoaula
otnadussuy dehanudilamuidnvesgniuarl ddeyail unsoenuuuidenlavanlinsstuany mants uas
ANuARINMsvasnguilmunseglivsydrsnn

2. vnmasuiieulueariany woduteslunamzauiuUssinvves deyafiuandafu 1y BERT ey
Jomny, LSTM imungfiudeyaméuiian uag CNN wingiunn fethy msfiensanmsnanumsldenduna (Hybrid Model)
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Timeaufudnua deyanldauaselugsia ieiianuaseurquulazaNuwingweINsInsziluy niiivesn1snain
Iia

)

3. gnmsUseiliulszansnimwmananelagld Deep Learning-Based Targeting W‘Uﬂﬂﬁmaﬁwéﬁﬁﬁqﬂiunﬂﬁﬁ*ﬁm W
lumudnsinsiidiusin 89IMIPEN  WAYNARBULNLAINNTAINU ot gitamsasulusz vummanadaade g itld
msdeudiednlumstmuanguiimineuuuidealnl nufwiudemuasnalumsddeslavanlfmneautunging s
VoegNA L ULARE YA

Foaveuuslumsidondaialy

1. Wau1 Explainable Al (XAN) vileandlymnsuinmnuansn saluniseSuienisieduls (Black Box Problem)
i Al flaunsassuiemssndulald ieantlm “Black Box Problem” Bwililianmsndnlammraidasn e
masindulavedluieald

2. Wisuvdstoyalml 19y (Eoauasdile ievimunluea Multi-Modal Learning fianansafiasizsifeyaainnany
waansaufiu ilinisuszuianauaznsindulaves Al LLa,Jue‘J’ﬁLLasmaUﬂqmnﬂ%u

finAnssudszmd
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