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บทคัดย่อ 
 การวิจัยนี้มีวัตถุประสงค์ 3 ประการ คือ 1) เพื่อพัฒนาโมเดลทฤษฎีการตอบสนองข้อสอบแบบผสมพหุระดับที่
ประยุกต์จากโมเดล 2PLE (MMix2PLE) และวิธีการประมาณค่าที ่เหมาะสม 2) เพื ่อเปรียบเทียบความถูกต้องของ 
การตรวจสอบจ านวนกลุ่มแฝงระหว่าง AIC กับ BIC ส าหรับโมเดล MMix3PL และ MMix2PLE และ 3) เพื่อเปรียบเทียบ 
ความแม่นย าของการประมาณค่าพารามิเตอร์กลุ่มแฝง ความสามารถเฉลี่ย และพารามิเตอร์ของข้อสอบ ระหว่างโมเดล 
MMix3PL กับ MMix2PLE ข้อมูลที่น ามาศึกษาเป็นข้อมูลจ าลองจากวิธีการมอนติคาร์โลภายใต้สถานการณ์จ าลอง 32 เงื่อนไข 
(โมเดลจ าลอง 2 เงื่อนไข x ขนาดตัวอย่าง 2 เงื่อนไข x โมเดลแข่งขัน 8 เงื่อนไข) แต่ละเง่ือนไขถูกจ าลองซ ้า 10 รอบ รวมจึงมี
ข้อมูลทั้งสิ้น 320 ชุด ผลการวิจัยสรุปได้ดังนี้ 
 1. ขั้นตอนวิธีการประมาณค่าพารามิเตอร์แบบเบส์ส าหรับโมเดล MMix2PLE ที่พัฒนาในงานวิจัยนี ้พบว่า 
ค่อนข้างมีความเหมาะสม สามารถหาค่าประมาณพารามิเตอร์ได้เพียงหนึ่งเดียว (Unique) และประมาณค่าพารามิเตอร์
ย้อนกลับได้ค่อนข้างดีภายใต้เงื่อนไขการจ าลอง  
 2. การเปรียบเทียบความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝง พบว่า AIC มีแนวโน้มมีความถูกต้องมากกว่า 
BIC ส าหรับท้ังโมเดล MMix3PL และ MMix2PLE  
 3. การเปรียบเทียบความแม่นย าของการประมาณค่าพารามิเตอร์กลุ่มแฝง ความสามารถเฉลี่ย และพารามิเตอร์
ของข้อสอบ พบว่าโมเดล MMix2PLE มีแนวโน้มมีความแม่นย าสูงกว่าโมเดล MMix3PL โดยเฉพาะเมื่อขนาดตัวอย่างใหญ่  
(N = 2,500) 

ค าส าคัญ: โมเดลทฤษฎีการตอบสนองข้อสอบแบบผสมพหุระดับ  โมเดลทฤษฎีการตอบสนองข้อสอบทางเลือกที่ค านึงถึงการเดา  

การคัดเลือกโมเดล 
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Abstract  
 This study had three purposes: 1) to develop a multilevel mixture IRT model applied from  
the 2PLE model (MMix2PLE) and an appropriate estimation method; 2) to compare the accuracy of 
detection of latent classes between AIC and BIC for the MMix3PL and MMix2PLE models; and 3) to compare 
the precision of estimation: the latent classes, mean ability, and item parameters between the MMix3PL 
and MMix2PLE models. The data were simulated from the Monte Carlo method under 32 conditions  
(2 simulation models x 2 sample sizes x 8 candidate models), each condition was replicated 10 times, 
yielding a total of 320 data sets. The research results were as follows: 
 1.  A Bayesian estimation algorithm for the MMix2PLE model developed in this research was found 
to be quite suitable. It was able to estimate unique parameter and recover parameter quite well under 
simulated conditions. 
 2.  Comparison of the accuracy of detection of latent classes, AIC tends to be more accurate 
than BIC for both the MMix3PL and MMix2PLE models. 
 3. Comparison of the precision of estimation: the latent classes, mean ability, and item 
parameters, the MMix2PLE model tended to be more precise than the MMix3PL model, especially when 
the sample size was large (N = 2,500). 

Keywords: MMixIRT Model, Alternative IRT Model with Guessing, Model Selection 
 

บทน า 
 โมเดลทฤษฎีการตอบสนองข้อสอบ ( IRT) เป็นตัวแบบที ่นิยมใช้อย่างแพร่หลายในการวัดผลทางการศึกษา 
เนื ่องจากมีข ้อตกลงเบื ้องต ้นที่ ได ้เปร ียบกว่าโมเดลทฤษฎีการทดสอบแบบดั ้งเด ิม เช ่น ความเป็นอิสระ (Local 
Independence) ความไม่แปรเปลี่ยน (Invariance) และการเป็นฟังก์ชันต่อเนื่อง (Continuous Function) (Kanjanawasee, 
2012, pp. 75-78) อย่างไรก็ตามการน าโมเดล IRT เช่น โมเดล Rasch โมเดลโลจิส 2 พารามิเตอร์ (2PL: Two-Parameter 
Logistic) และโมเดลโลจิส 3 พารามิเตอร์ (3PL) มาวิเคราะห์ข้อสอบปรนัยซึ่งมีการตรวจให้คะแนนสองค่าคือ 0 (ผิด) กับ  
1 (ถูก) อาจพบว่า มีข้อจ ากัดในการวัดผล ดังนี้ ประการที่หนึ่ง ข้อจ ากัดเกี่ยวกับความไม่แปรเปลี่ยนของโมเดล IRT ซึ่งมี
สมมติฐานว่าผู้สอบมาจากประชากรที่มีภาวะเอกพันธุ์กันเพียงกลุ่มเดียว (Single Homogeneous Population) สมมติฐาน
ดังกล่าวอาจเป็นการฝ่าฝืนธรรมชาติของข้อมูล เนื่องจากโดยทั่วไปผู้สอบในประชากรเดยีวกันอาจมีคุณลกัษณะที่แตกต่างกันได ้
เช่น นักเรียนจากโรงเรียนเดียวกันอาจมีแบบแผนการตอบ (Response Pattern) ข้อสอบที่แตกต่างมาก จนเชื่อได้ว่าผู้สอบ
น่าจะมาจากประชากรกลุ่มย่อย (Subpopulation) คนละกลุ่มมากกว่า (Tay et al., 2011, pp. 184-185) ประการที่สอง 
ข้อจ ากัดเกี่ยวกับการละเลยต่อโครงสร้างพหุระดับของข้อมูล (Multilevel Data Structure) เนื่องจากธรรมชาติของข้อมูลทาง
การศึกษา มักพบว่าข้อมูลในระดับล่างจะซ้อน (Nested) อยู่ภายใต้ข้อมูลในระดับบน เช่น ข้อมูลนักเรียนซ้อนอยู่ภายใต้
ห้องเรียน ห้องเรียนซ้อนอยู่ภายใต้โรงเรียน เป็นต้น อย่างไรก็ตามการวิเคราะห์ด้วยโมเดล IRT โดยทั่วไปยังไม่มีการค านึงถึง
โครงสร้างดังกล่าว ผลการวัดในระดับหน่วย (Micro-Level) เช่น ระดับนักเรียน จึงอาจถูกรบกวนจากตัวแปรในระดับกลุ่ม 
(Macro-Level) เช่น ระดับโรงเรียน (Maier, 2001, pp. 308-309) ประการที่สาม ข้อจ ากัดเกี่ยวกับการวัดการเดา เนื่องจาก
ข้อสอบมาตรฐานทั่วไปมักเป็นข้อสอบปรนัยแบบหลายตัวเลือกที่มีการตรวจให้คะแนนเป็นถูกกับผิด ซึ่งเปิดช่องให้มีการน า
ความรู้บางส่วน (Partial Knowledge) เข้ามาช่วยในการเดาค าตอบได้ เช่น การตัดตัวเลือกที่ทราบว่าไม่ถูกออกไปก่อน  
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แล้วจึงเดาตอบแบบสุ่มจากตัวเลือกที่เหลือ เป็นต้น การน าข้อมูลผลการตอบข้อสอบดังกล่าวมาวิเคราะห์ด้วยโมเดล Rasch 
หรือ 2PL ซึ่งไม่มีการค านึงถึงการเดา จึงอาจท าให้สารสนเทศเกี่ยวกับความรู้บางส่วนของผู้สอบที่ใช้ในการเดาถูกละเลยไป 
ส่วนโมเดล 3PL แม้จะมีการค านึงถึงการเดา แต่ก็อาจมีข้อจ ากัดเกี่ยวกับการประมาณค่าพารามิเตอร์การเดาย้อนกลับ ซึ่งมัก
พบว่าไม่ค่อยมีความสัมพันธ์กับค่าจริงภายใต้เงื่อนไขการศึกษาเชิงจ าลอง รวมถึงปรัชญาความเชื่อว่าโอกาสในการเดาถูกเป็น
คุณลักษณะของข้อสอบ มิได้ผันแปรตามความรู้ของผู้สอบ การแปลผลการเดาของโมเดล 3PL จึงยังไม่สอดรับกับสภาพ
ธรรมชาติเท่าที่ควร (Lee & Bolt, 2018, pp. 91-92) 
 จากข้อจ ากัดข้างต้น แนวทางในการหลีกเลี่ยงข้อจ ากัดของโมเดล IRT เกี่ยวกับการฝ่าฝืนความไม่แปรเปลี่ยนและ
การละเลยโครงสร้างพหุระดับของข้อมูล คือการเปลี่ยนมาวิเคราะห์ด้วยโมเดล IRT แบบผสมพหุระดับ (MMixIRT) (Cho & 
Cohen, 2010, pp. 336-338) ส่วนการหลีกเลี่ยงข้อจ ากัดเกี่ยวกับการวัดการเดา คือการเปลี่ยนมาวิเคราะห์ด้วยโมเดล IRT 
ทางเลือกที่ค านึงถึงการเดา (Zhu et al., 2019, pp. 450-452) งานวิจยันีจ้ึงต้องการบูรณาการแนวทางดังกล่าวมาพัฒนาเป็น
โมเดล MMixIRT ทีม่ีการประยุกต์จากโมเดล IRT ทางเลือกที่ค านึงถึงการเดา โดยจะทดลองน าโมเดล 2PLE (2PL Extension; 
Zhu et al., 2019, pp. 452-453) มาใช้ในการศึกษา เนื่องจากโมเดลมีความน่าสนใจหลายประการ อาทิ การนิยามให้โอกาส
ในการเดาถูกมีความผันแปรตามความสามารถของผู้สอบและคุณลักษณะของข้อสอบ การแปลผลการเดาจึงมีแนวโน้มสอดรับ
กับสภาพธรรมชาติมากขึ้น รวมถึงการน าค่าดังกล่าวมาค านวณเป็นโอกาสในการเดาถูกยังเป็นการหลีกเลี่ยงปัญหาที่อาจจะ
เกิดขึ้นจากการประมาณค่าพารามิเตอร์การเดาโดยตรงด้วย 
 ทั้งนี้เพื่อเป็นการตรวจสอบถึงประสิทธิภาพของโมเดล MMixIRT ที่พัฒนาจากโมเดล 2PLE ในงานวิจัยนี้จะน า
โมเดลดังกล่าวมาเปรียบเทียบกับโมเดล MMix3PL ภายใต้สถานการณ์จ าลอง เพื่อศึกษาว่าเกณฑ์สารสนเทศ (information 
criterion) ใดมีความเหมาะสมส าหรับการคัดเลือกโมเดล หรือมีความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝงจริงของข้อมูล
มากที่สุด และเพื่อศึกษาว่าการประมาณค่าพารามิเตอร์ในโมเดลมีความแม่นย าเพียงใด ผลจากการวิจัยจะช่วยให้สารสนเทศ
ส าหรับการตัดสินใจเลือกใช้โมเดลในบริบทการทดสอบขนาดใหญท่ี่มคีวามวิวิธพันธุ์และมกีารเดาเกิดขึ้น และจะเป็นต้นแบบใน
การบูรณาการระหว่างโมเดล IRT กับโมเดลอื่นๆ ต่อไป 
 

วัตถุประสงค์การวิจัย 
 1.  เพื่อพัฒนาโมเดล MMixIRT ทีป่ระยุกต์จากโมเดล 2PLE (MMix2PLE) และวิธีการประมาณค่าที่เหมาะสม  
 2.  เพื่อเปรียบเทียบความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝงระหว่าง AIC กับ BIC ส าหรับโมเดล MMix3PL 
และ MMix2PLE  
 3.  เพื่อเปรียบเทียบความแม่นย าของการประมาณค่าพารามิเตอร์กลุ่มแฝง ความสามารถเฉลี่ย และพารามิเตอร์
ของข้อสอบ ระหว่างโมเดล MMix3PL กับ MMix2PLE  
 

สมมติฐานการวิจัย 
 1.  เกณฑ์สารสนเทศ BIC มีความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝงมากกว่า AIC ทั้งส าหรับโมเดล 
MMix3PL และ MMix2PLE 
 2.  โมเดล MMix2PLE มีความแม่นย าของการประมาณค่าพารามิเตอร์สูงกว่าโมเดล MMix3PL และการเพิ่มขนาด
ตัวอย่างน่าจะช่วยให้ความแม่นย าของทั้งสองโมเดลสูงขึ้น  
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กรอบแนวคิดในการวิจัย 
 กรอบแนวคิดในการวิจัยประกอบด้วย 2 ส่วน ได้แก่ 1) การออกแบบสถานการณ์จ าลอง เป็นการก าหนดเงื่อนไข
ส าหรับจ าลองข้อมูลพหุระดับท่ีมีความวิวิธพันธุ์และมีการเดาเข้ามาเกี่ยวข้อง โดยด าเนินการจ าลองข้อมูลด้วยโปรแกรม R และ 
2) การวิเคราะห์ข้อมูล เป็นการน าข้อมูลจ าลองมาวิเคราะห์ด้วยโมเดลแข่งขันที่มปีรัชญาความเชื่อการเดาและจ านวนกลุ่มแฝง
แตกต่างกัน เพื่อศึกษาผลตามวัตถุประสงค์การวิจัย โดยด าเนินการวิเคราะห์ตามแนวทางแบบเบส์ (Bayesian approach) 
ด้วยโปรแกรม MultiBUGS ดังแสดงในภาพ 1  

 
ภาพ 1  กรอบแนวคิดในการวิจัย 

 

วิธีด าเนินการวิจัย 
 งานวิจัยนี้ใช้ระเบียบวิธีวิจัยเชิงทดลองด้วยการจ าลองสถานการณ์แบบมอนติคาร์โล แผนการวิจัย ประกอบด้วย  
3 ส่วน ได้แก่ 1) การออกแบบสถานการณ์จ าลอง 2) การวิเคราะห์และการประมาณค่าพารามิเตอร์ และ 3) การพิจารณา
ความถูกต้องและแม่นย า รายละเอียด ดังนี ้
 1. การออกแบบสถานการณ์จ าลอง 
  1.1  โมเดล ก าหนดโมเดลประชากร (population model) เพื่อจ าลองข้อมูลพหุระดับท่ีมีความวิวิธพันธุ์และ
ค านึงถึงการเดาคือ MMix3PL และ MMix2PLE ดังสมการ (1) - (2)  
     โมเดล MMix3PL 

     
1 1

1
( 1 ) (1 )

1 exp ( )

G K

ijs jskg g ikg ikgk g
g k ikg jskg ikg

P y c c
a b

  
 =  = 

 
 =      =      +    −  
    +  −   −   

 
 (1) 

โมเดล MMix2PLE 

1 1

1
( 1 ) (1 )

1 exp ( )

G K

ijs jskg g ijskg ijskgk g
g k ikg jskg ikg

P y g g
a b

  
 =  = 

 
 =      =      +    −  
    +  −   −   

 
  (2) 
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   เมื่อ g  คือสัดส่วนของสมาชิกในกลุ่มแฝงระดับโรงเรียน g ; 
k g

 คือสัดส่วนของสมาชิกในกลุ่มแฝงระดับ

นักเรียน k  ในกลุ่มแฝงระดับโรงเรียน g ; jskg คือพารามิเตอร์ความสามารถของนักเรียน j  ในโรงเรียน s ซึ่งอยู่ในกลุ่ม

แฝงระดับนักเรียน k  และระดับโรงเรียน g  เมื่อ 2( , )jskg kg kgN      ; kg  และ 2

kg  คือค่าเฉลี่ยและความแปรปรวน

ของความสามารถในกลุ ่มแฝงระดับนักเรียนและระดับโรงเรียน ; ikga , ikgb และ ikgc  คือพารามิเตอร์อ านาจจ าแนก  

ความยาก และการเดาของข้อสอบในกลุ่มแฝงระดับนักเรียนและระดับโรงเรียน; ( ) ( )1 1 exp ( )
1 ikg jskg ikga b

ijskg ig m
  +  −  =   คือ

โอกาสในการเดาถูก (Zhu et al., 2019, pp. 453) ซึ่งมีค่าผันแปรตามความสามารถของผู้สอบ อ านาจจ าแนก ความยาก และ
จ านวนตัวเลือกของข้อสอบ ( m ) 
  1.2  จ านวนกลุ่มแฝง จ าลองข้อมูลเป็นข้อมูลทีม่ี 2 ระดับ ได้แก่ ระดับกลุ่ม (ระดับโรงเรียน) และระดับหนว่ย 
(ระดับนักเรียน) โดยก าหนดให้มีกลุ่มแฝงระดับโรงเรียน ( G ) 2 กลุ่ม และระดับนักเรียน ( K ) 2 กลุ่ม ซึ่งเป็นสถานการณ์ขั้น
พื้นฐานส าหรับการศึกษาด้วยโมเดล MMixIRT 
  1.3  สัดส่วนของสมาชิกในกลุ่มแฝง ก าหนดค่าสัดส่วนในระดับโรงเรียนทั้งสองกลุ่มเท่ากันคือ .50 โดยใน
กลุ่มแฝงระดับโรงเรียนกลุ่มที่ 1 (g = 1) สมมติให้กลุ่มแฝงระดับนักเรียนกลุ่มแรก (k = 1) เป็นกลุ่มเด่นท่ีมีค่าสัดส่วนเป็น .90 
ส่วนในกลุ่มแฝงระดับโรงเรียนกลุ่มที่ 2 (g = 2) สมมติให้กลุ่มแฝงระดับนักเรียนกลุ่มที่สอง (k = 2) เป็นกลุ่มเด่นที่มีค่าสัดส่วน
เป็น .70 ดังตาราง 1 
 

ตาราง 1  ค่าจ าลองสัดส่วนของสมาชิกในกลุ่มแฝง 

 
 

  1.4  ขนาดตัวอย่าง  มี 2 ขนาดคือ 1,250 และ 2,500 คน ค านวณมาจากผลคูณระหว่างขนาดตัวอย่างของ
โรงเรียน 1 ระดับคือ 50 โรงเรียน กับขนาดตัวอย่างของนักเรียน 2 ระดับคือ 25 และ 50 คน ทั้งนี้เหตุผลในการเลือกขนาด
ตัวอย่างของโรงเรียนเป็น 50 เนื่องจากจ านวนดังกล่าวเป็นที่นิยมส าหรับการวิจัยเชิงทดลองทั่วไป ส่วนการเลือกขนาดตัวอย่าง
ของนักเรียนเป็น 25 และ 50 เนื่องจากโดยทั่วไปพบว่าโรงเรียนแต่ละแห่งมีนักเรียนเข้าร่วมการทดสอบระดับชาติอย่างนอ้ย 
25 คนโดยประมาณ (Cho, 2007, p. 1) และ 50 คือจ านวนที่ใช้ศึกษาเมื่อมีนักเรียนมากขึ้น  
  1.5  พารามิเตอร์ความสามารถ  จ าลองมาจากตัวแปรสุ่ม (0,1)jskg N    

  1.6  ความยาวแบบสอบ  ก าหนดเป็น 40 ข้อ เพื่อให้ใกล้เคียงกับแบบสอบมาตรฐานที่ใช้ในการทดสอบ
ระดับชาติ เช่น ข้อสอบ O-NET โดยสมมติให้มีการวัดสาระการเรียนรู้ 4 ด้าน แต่ละด้านวัดด้วยข้อสอบ 10 ข้อ  
  1.7  พารามิเตอร์ของข้อสอบ  ก าหนดระดับสมรรถภาพของผู้สอบในกลุ่มแฝงส าหรับจ าลองค่าพารามิเตอร์
ของข้อสอบดังตาราง 2 และค่าจ าลองพารามิเตอร์ของข้อสอบที ่สมนัยกับระดับสมรรถภาพ ดังกล่าวดังตาราง 3  
ซึ่งการก าหนดค่าดังกล่าวมีลักษณะใกล้เคียงกับงานวิจัยก่อนหน้าคือ Li et al. (2009, p. 359) และ Cho (2007, p. 84) 
 
  

                   
                      

                                        
(P g   =  1 1)   =    =  .50 (P g   =  2 2)   =    =  .50 

(P k   =  1 )  1 1


  
  =  .90 1


  

  =  .30 
(P k   =  2 )  1


  

  =  .10 
  

  =  .70 
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ตาราง 2  การจ าลองรูปแบบสมรรถภาพในกลุ่มแฝง 

 
 

ตาราง 3  ค่าจ าลองพารามิเตอร์ของข้อสอบในกลุ่มแฝง 

 
 

  1.8  โมเดลแข่งขัน ก าหนดโมเดลเพื่อศึกษาการคัดเลือกโมเดลเป็น 8 โมเดล คือ IRT, multilevel IRT, 
mixture IRT (MixIRT) ที่มีกลุ่มแฝงระดับนักเรียน (K) เท่ากับ 2 และ 3 กลุ่ม และ Multilevel Mixture IRT (MMixIRT) ที่มี
กลุ่มแฝงระดับนักเรียนเท่ากับ 2 และ 3 กลุ่ม ซึ่งซ้อนอยู่ในกลุ่มแฝงระดับโรงเรียน (G) เท่ากับ 2 และ 3 กลุ่ม 
  จากสถานการณ์จ าลองมีเงื่อนไขการศึกษาคือ โมเดลจ าลอง 2 เง่ือนไข x จ านวนกลุ่มแฝง 1 เงื่อนไข x สัดส่วน
สมาชิกในกลุ่มแฝง 1 เงื ่อนไข x ขนาดตัวอย่าง 2 เงื ่อนไข x ความยาวแบบสอบ 1 เงื ่อนไข x โมเดลแข่งขัน 8 เงื ่อนไข  
รวมทั้งสิ้น 32 เง่ือนไข แต่ละเง่ือนไขจะถูกจ าลองซ ้า 10 รอบ ท าให้มีจ านวนชุดข้อมูลที่ต้องวิเคราะห์รวม 320 ชุด 
 2. การวิเคราะห์และการประมาณค่าพารามิเตอร์ 
  2.1  การก าหนดค่าพารามิเตอร์เพื่อประมาณค่าแบบเบส์ด้วย MultiBUGS จากโมเดล MMix3PL และ 

MMix2PLE ในสมการ (1) และ (2) โครงสร้างการแจกแจงความสามารถของผู้สอบคือ 2( , )jskg kg kgN     อย่างไรก็ตาม
ในงานวิจัยนี้จะแปลงพารามิเตอร์ดังกล่าวให้มีความแปรปรวนเป็น 1 โดยก าหนดให้ ( , )jskg jskg kg kgN    =       

เมื ่อ jskg kg jskg  =    และ 
im  =  5 ส าหรับโมเดล MMix2PLE เพื ่อให้สอดคล้องกับจ านวนตัวเลือกของข้อสอบ

มาตรฐาน และก าหนดการแจกแจงก่อนหน้าและการแจกแจงภายหลงัในลักษณะเดียวกับงานของ Cho (2010, pp. 339-340) 
และ Choi (2014, p. 40) ดังนี ้

การแจกแจงก่อนหน้า (prior distribution) ของพารามิเตอร์ในโมเดล  
ผู้สอบ: ( ,1)jskg kgN   ; (0,1)kg N   ; 

11 0 =  ; (0,1) (0,)kg N T     

ข้อสอบ:  (0,1) (0,)ikga N T   ; (0,1)ikgb N  ; (5,17)ikgc Beta   

     
                    1 (g = 1)                          2 (g = 2) 

                    1 (k = 1)                     2 (k = 2)                     1 (k = 1)                     2 (k = 2) 
1                          
2                          
3                      
4                            /       

 

1 1 -2.50 2 0.10 0.60 1 0.20 -0.50 1 0.20 0.60 1 0.20 3 21 0.60 1 0.20 -1.50 2 0.10 -0.40 1 0.20 -1.50 2 0.10

2 -2.40 2 0.10 0.70 1 0.20 -0.40 1 0.20 0.70 1 0.20 22 0.70 1 0.20 -1.40 2 0.10 -0.30 1 0.20 -1.40 2 0.10

3 -2.30 2 0.10 0.80 1 0.20 -0.30 1 0.20 0.80 1 0.20 23 0.80 1 0.20 -1.30 2 0.10 -0.20 1 0.20 -1.30 2 0.10

4 -2.20 2 0.10 0.90 1 0.20 -0.20 1 0.20 0.90 1 0.20 24 0.90 1 0.20 -1.20 2 0.10 -0.10 1 0.20 -1.20 2 0.10

5 -2.10 2 0.10 1.00 1 0.25 -0.10 1 0.20 1.00 1 0.25 25 1.00 1 0.25 -1.10 2 0.10 0.00 1 0.20 -1.10 2 0.10

6 -2.00 2 0.10 1.10 1 0.25 0.00 1 0.20 1.10 1 0.25 26 1.10 1 0.25 -1.00 2 0.10 0.10 1 0.20 -1.00 2 0.10

7 -1.90 2 0.10 1.20 1 0.25 0.10 1 0.20 1.20 1 0.25 27 1.20 1 0.25 -0.90 1 0.20 0.20 1 0.20 -0.90 1 0.20

8 -1.80 2 0.10 1.30 1 0.25 0.20 1 0.20 1.30 1 0.25 28 1.30 1 0.25 -0.80 1 0.20 0.30 1 0.20 -0.80 1 0.20

9 -1.70 2 0.10 1.40 1 0.25 0.30 1 0.20 1.40 1 0.25 29 1.40 1 0.25 -0.70 1 0.20 0.40 1 0.20 -0.70 1 0.20

10 -1.60 2 0.10 1.50 1 0.25 0.40 1 0.20 1.50 1 0.25 30 1.50 1 0.25 -0.60 1 0.20 0.50 1 0.20 -0.60 1 0.20

2 11 -1.50 2 0.10 1.60 1 0.25 0.50 1 0.20 1.60 1 0.25 4 31 1.60 1 0.25 -2.50 2 0.10 0.60 1 0.20 1.50 1 0.25

12 -1.40 2 0.10 1.70 1 0.25 0.60 1 0.20 1.70 1 0.25 32 1.70 1 0.25 -2.40 2 0.10 0.70 1 0.20 1.60 1 0.25

13 -1.30 2 0.10 1.80 1 0.25 0.70 1 0.20 1.80 1 0.25 33 1.80 1 0.25 -2.30 2 0.10 0.80 1 0.20 1.70 1 0.25

14 -1.20 2 0.10 1.90 1 0.25 0.80 1 0.20 1.90 1 0.25 34 1.90 1 0.25 -2.20 2 0.10 0.90 1 0.20 1.80 1 0.25

15 -1.10 2 0.10 2.00 1 0.25 0.90 1 0.20 2.00 1 0.25 35 2.00 1 0.25 -2.10 2 0.10 1.00 1 0.25 1.90 1 0.25

16 -1.00 2 0.10 2.10 1 0.25 1.00 1 0.25 2.10 1 0.25 36 2.10 1 0.25 -2.00 2 0.10 1.10 1 0.25 -2.00 2 0.10

17 -0.90 1 0.20 2.20 1 0.25 1.10 1 0.25 2.20 1 0.25 37 2.20 1 0.25 -1.90 2 0.10 1.20 1 0.25 -1.90 2 0.10

18 -0.80 1 0.20 2.30 1 0.25 1.20 1 0.25 2.30 1 0.25 38 2.30 1 0.25 -1.80 2 0.10 1.30 1 0.25 -1.80 2 0.10

19 -0.70 1 0.20 2.40 1 0.25 1.30 1 0.25 2.40 1 0.25 39 2.40 1 0.25 -1.70 2 0.10 1.40 1 0.25 -1.70 2 0.10

20 -0.60 1 0.20 2.50 1 0.25 1.40 1 0.25 2.50 1 0.25 40 2.50 1 0.25 -1.60 2 0.10 1.50 1 0.25 -1.60 2 0.10

k = 2, g = 2
สาระ ข้อ

k = 1, g = 1 k = 2, g = 1 k = 1, g = 2k = 1, g = 2 k = 2, g = 2
สาระ ข้อ

k = 1, g = 1 k = 2, g = 1

11a 11c11b 21a 21c21b 12a 12c12b 22a22b 22c 11a 11c11b 21a 21c21b 12a 12c12b 22a22b 22c



Journal of Education Naresuan University Vol.24 No.4 October - December 2022 | 149 

กลุ่มแฝง: (1, )gg Mult     ; 
1( , ... , ) (1, 1)G Dir           ; 

             (1, )
k g

k Mult     ; 
11

( , ... , ) (1, 1)
K G

Dir            

ความน่าจะเป็นของการแจกแจงภายหลัง (posterior distribution) แสดงดัง (3) 

     ( ) ( , , ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

jskg jskg kg kg kg ikg ikg ikg

g g k g k g

P S U L k g P P P P a P b P c

P g P P k P

    

   

               

                     
 (3) 

     เมื่อ ( , , )jskgL k g    คือ ฟังก์ชันภาวะควรจะเป็นของโมเดล MMixIRT (Cho & Cohen, 2010, p. 345) 

และ , , , , , , , , ,jskg kg kg ikg ikg ikg g k g
S a b c g k      =              คือเซตของพารามิเตอร์ที่สนใจ 

การประมาณค่าแบบเบส์ใน MultiBUGS 

จากโมเดล MMix3PL ในสมการ (1) ถ้าก าหนด ( )1 1 exp ( )ij ikg jskg ikgt a b =   + −  −    อาจเขียน

ความสัมพันธ์ในรูปแบบเชิงเส้นได้เป็น logit( ) ( )ij ikg jskg ikgt a b = −  ทั้งนี้ ,s k  และ g  จะไม่น ามาพิจารณาเป็นดัชนี

ส าหรับ ijt  เนื่องจากโดยทั่วไปนักเรียนแต่ละคนจะสังกัดอยู่ในโรงเรียนเพียงแห่งเดียว รวมถึงจะอยู่ในกลุ่มแฝงระดับนักเรียน
หรือระดับโรงเรียนได้เพียงกลุ่มเดียวเช่นกัน การใช้ดัชนี j  จึงเพียงพอที่จะอธิบายแทน ,s k  และ g  ได้ ดังนั้นโมเดล 

MMix3PL ในรูปแบบเชิงเส้นจึงเขียนได้เป็น ( )
1 1

(1 )
G K

ij g ikg ikg ijk gg k
p c c t 

 =  = 
 =    +  −     ดังแสดงในภาพ 2 (ซ้าย) 

ในท านองเดียวกันส าหรับโมเดล MMix2PLE ในสมการ (2) ถ้าก าหนด logit( ) ( )ij ikg jskg ikgt a b = − ; 

logit( ) logit( )ij ijs t = −  และ .20 ijs

ijg =  โมเดล MMix2PLE ในรูปแบบเชิงเส้นจะเขียนได้เป็น 

( )
1 1

(1 )
G K

ij g ij ij ijk gg k
p g g t 

 =  = 
=   +  −     ดังแสดงในภาพ 2 (ขวา) 

   
ภาพ 2  กราฟิกการประมาณค่าแบบเบสส์ าหรับโมเดล MMix3PL (ซ้าย) และMMix2PLE (ขวา) 

 

หมายเหตุ:  คือ stochastic node หมายความว่าตัวแปรถูกสุ่มมาจากการแจกแจงก่อนหน้าท่ีทราบค่า;  คือ logical 
node หมายความว่าตัวแปรมีความสัมพันธ์กับตัวแปรก่อนหน้าแบบระบุรูปแบบได้;   คือ การด าเนินการทวนซ ้า 
 

  2.2  การตรวจสอบการสลับสัญลักษณ์ (Label Switching) ในการประมาณค่าแบบเบส์มีความเป็นไปไดว้า่
พารามิเตอร์กลุ่มแฝงที่ต่างกันอาจมีการแจกแจงภายหลังเหมือนกัน พารามิเตอร์ที่ประมาณได้จึงอาจมไิด้มีเพียงหน่ึงเดียว และ
อาจเกิดปัญหาการสลับสัญลักษณ์ ซึ่งแบ่งเป็น 2 ประเภทหลัก (Cho, 2010, pp. 343-344) ดังนี ้
     ประเภทท่ี 1 เป็นการสลับสัญลักษณ์จากการทวนซ ้าในลูกโซ่ ส่งผลท าให้การประมาณค่าไม่สามารถระบุ
ได้ (Non-identifiable) อาจมีสาเหตุมาจากความไม่เพียงพอของสารสนเทศที่น ามาใช้ในขั้นตอนวิธีเพื่อจ าแนกกลุ่มแฝง  
การสลับสัญลักษณ์ประเภทนี้สามารถตรวจสอบได้จากกราฟความหนาแน่น (Density Plot) ของการแจกแจงความน่าจะเป็น
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ภายหลังของค่าพารามิเตอร์ หากมีการสลับสัญลักษณ์เกิดขึ้น กราฟจะมีลักษณะเป็นพหุฐานนิยม (Multimodal) ซึ่งแสดงถึง
การทีค่่าประมาณพารามิเตอร์นั้นมิได้มีค่าเพียงหน่ึงเดียว หรือไม่สามารถระบุค่าที่แน่นอนได้  
     ประเภทท่ี 2 เป็นการสลับสัญลักษณจ์ากการทวนซ ้าระหว่างลูกโซ่ ท าให้ค่าประมาณพารามิเตอรก์ลุ่มแฝง
ในแต่ละลูกโซ่มีการสลับสัญลักษณ์กัน อาจมีสาเหตุมาจากการก าหนดค่าเริ่มต้นของพารามิเตอร์ในลูกโซ่ที่มีความแตกต่างกัน 
อย่างไรก็ตาม การสลับสัญลักษณ์ประเภทนี้สามารถจัดการได้ด้วยการน าค่าที่ประมาณได้มาเทียบเคียงกับค่าจริงที่จ าลองขึ้น 
  2.3  การวินิจฉัยการลู่เข้า การวินิจฉัยการลู่เข้าของลูกโซ่ในงานวิจัยนี้ ใช้การพิจารณาด้วยวิธ ีGelman and 
Rubin ซึ่งด าเนินการวิเคราะห์ด้วยโปรแกรม MultiBUGS และอัตตสหสัมพันธ์ (Autocorrelation) โดยในการประมาณค่า
ด้วยลูกโซ่มาร์คอฟ 2 ลูกโซ่ จะก าหนดให้มีการตัดค่าสังเกต (Burn-in) 7,000 ค่าแรกทิ้ง และน าค่าสังเกตภายหลังการตัด 
(Post-burn-in) 8,000 ค่ามาประมาณหาค่าเฉลี่ย  
 3. การพิจารณาความถูกต้องและแม่นย า 
  3.1  ความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝง  พิจารณาจากค่าร้อยละที่ AIC และ BIC ระบุจ านวน
กลุ่มแฝงของข้อมูลได้ถูกต้อง (AIC, BIC มีค่าน้อยที่สุด) จากข้อมูล 10 ชุด ทั้งนี้เกณฑ์สารสนเทศ AIC และ BIC สามารถ
ค านวณได้จากสูตรดังสมการ (4) และ (5) ตามล าดับ 
     AIC = 2 log L p−     +     (4) 
     BIC  = 2 log ln ( )L p N−     +     (5) 
     เมื่อ p  คือ จ านวนพารามิเตอร์; N  คือ ขนาดตัวอย่างของข้อมูล; log L  คือ ค่า Log-likelihood  
ซึ่งค านวณได้จากค่าเฉลี่ยภายหลังของความเบี่ยงเบน (Deviance) จากขั้นตอนวิธขีองลูกโซ่มาร์คอฟ 
  3.2  ความแม่นย าของการประมาณค่าพารามิเตอร์   
     พารามิเตอร์กลุ่มแฝง  ค านวณจากค่าร้อยละของความใกล้เคียง ( p ) ระหว่างค่าประมาณกับค่าจริง
ของสัดส่วนสมาชิกในกลุ่มแฝงจากข้อมูลแต่ละชุด มีสูตรค านวณดังสมการ (6) หาก p  เข้าใกล้ 100 จะหมายความว่า 
การประมาณค่ามีความแม่นย าสูง 
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 คือ ค่าจริงและค่าประมาณของสัดส่วนของสมาชิกในกลุ่มแฝงระดับนักเรียน 

k  ในกลุ่มแฝงระดับโรงเรียน g  จากข้อมูลจ าลองชุดที่ r  
     พาราม ิเตอร ์ของข้อสอบและความสามารถเฉลี ่ย  ค านวณจาก bias และ RMSE ซึ ่งบอกถึง 
ความคลาดเคลื่อนและรากที่สองของความคลาดเคลื่อนก าลังสองจากข้อมูลแต่ละชุด และค่า corr ซึ่งบอกถึงความสัมพันธ์
ระหว่างค่าประมาณกับค่าจริง มีส ูตรค านวณดังสมการ (7) - (9) หาก bias/RMSE เข้าใกล้ 0 และ corr เข้าใกล้ 1 
จะหมายความว่าการประมาณค่ามีความแม่นย าสูง 
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     เมื ่อ ikg และ ˆ ikgr คือค่าจริงและค่าประมาณของพารามิเตอร์ของข้อสอบ i  ในกลุ่มแฝงระดับ

นักเรียน k  และระดับโรงเรียน g  จากข้อมูลจ าลองชุดที่ r  (ส่วนความสามารถเฉลี่ยก็สามารถค านวณได้จากสูตรเดียวกัน 
เพียงแต่จะไม่ค านึงถึงดัชนีของข้อสอบ i ) ทั้งนีก้่อนค านวณ bias และ RMSE ค่าพารามิเตอร์ที่ประมาณได้จะถูกปรับเทียบให้
อยู่บนสเกลเดียวกับค่าพารามิเตอร์จริงก่อน โดยงานวิจัยนี้เลือกใช้การปรับเทียบด้วยวิธีค่าเฉลี่ยและซิกมา (Choi, 2014,  
pp. 52-53)  
 

ผลการวิจัย 
 1. การตรวจสอบการสลับสัญลักษณ์ พบว่า กราฟความหนาแน่นของการแจกแจงความน่าจะเป็นภายหลังของ
พารามิเตอร์มีแนวโน้มเป็นเอกฐานนิยม (Unimodal) ดังภาพ 3 และมีลักษณะเดียวกันนี้กับทุกเงื ่อนไขส าหรับโมเดล 
MMix3PL และ MMix2PLE ซึ่งแสดงถึงการที่ค่าประมาณพารามิเตอร์สามารถระบุค่าที่แน่นอนได้ จึงอาจอนุมานได้ว่าไม่มี 
การสลับสัญลักษณ์ประเภทที ่ 1 หรือสารสนเทศที่น ามาใช้เพื ่อประมาณค่าพารามิเตอร์ส าหรับโมเดลในงานวิจัยนี้มี 
ความเพียงพอแล้ว อย่างไรก็ตาม บางเงื่อนไขการศึกษา พบว่า ค่าประมาณพารามิเตอร์กลุ่มแฝงอาจมีการสลับสัญลักษณ์

ประเภทที่ 2 สังเกตได้จากค่าประมาณระหว่างลูกโซ่ 1 และ 2 ที่สลับกัน เช่น ลูกโซ่ 1: 2 2
    .90; ลูกโซ่ 2: 11

    .90  

(ดูภาพ 3ข) และผลดังกล่าวยังท าให้ค่าประมาณความสามารถเฉลี่ยและพารามิเตอร์ของข้อสอบในกลุ่มแฝงมีการสลับ
สัญลักษณ์เช่นกัน (ดภูาพ 3ค, 3ง) อย่างไรก็ตาม ในงานวิจัยนี้จะแก้ปัญหาดังกล่าวด้วยการน าค่าท่ีประมาณได้ไปเทียบเคียงกับ
ค่าจริงที่จ าลองขึ้น เพื่อศึกษาถึงความแม่นย าของการประมาณค่าพารามิเตอร์ต่างๆ ต่อไป 
 

 
ภาพ 3  ตัวอย่างกราฟความหนาแน่นของการแจกแจงภายหลังของค่าพารามิเตอร ์

 

 2.  ความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝง  พบว่า AIC สามารถระบุจ านวนกลุ่มแฝงได้สอดคล้องกับ
กลุ่มแฝงจริง ( K = 2 และ G = 2) ทั้ง 10 ชุดข้อมูล (ร้อยละ 100) ส าหรับทั้งกรณี N = 1,250 และ 2,500 และมีลักษณะ
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เดียวกันนี้ส าหรับโมเดล MMix3PL และ MMix2PLE ในขณะที่ BIC ไม่สามารถระบุจ านวนกลุ่มแฝงได้ถูกต้องแม้แต่ชุดเดียว 
ยกเว้นกรณี N = 2,500 ส าหรับโมเดล MMix2PLE ที่สามารถระบุจ านวนกลุ่มแฝงได้ถูกต้องทุกชุดข้อมูล ดังตาราง 4 
 

ตาราง 4 ค่าเฉลี่ย AIC และ BIC กับความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝง 

  
 

หมายเหตุ: ตัวหนาและขีดเส้นใต้ คือ กรณีที่ AIC, BIC ระบุจ านวนกลุ่มแฝงของข้อมูลได้ถูกต้อง; ตัวเลขในวงเล็บ คือ ร้อยละที่
โมเดลถูกเลือกจากข้อมูล 10 ชุด 
 

 3.  ความแม่นย าของการประมาณค่าพารามิเตอร์ ในส่วนนี้จะน าผลการประมาณค่าของโมเดล MMix3PL และ 
MMix2PLE ที่มีกลุ่มแฝงระดับนักเรียน 2 กลุ่ม และระดับโรงเรียน 2 กลุ่ม มาศึกษา เนื่องจากเป็นโมเดลที่มีจ านวนกลุ่มแฝง
สอดคล้องกับข้อมูลจริง รายละเอียดดังนี้  
  กลุ่มแฝง พบว่า โมเดล MMix3PL และ MMix2PLE มีความแม่นย าของการประมาณค่าพารามิเตอร์กลุ่มแฝง

ระดับโรงเรียน ( g ) สูงร้อยละ 100.0 เท่ากัน ขณะที่กลุ่มแฝงระดับนักเรียน ( k g
 ) มีค่าสูงร้อยละ 96.02 ถึง 97.71 และ 

98.92 ถึง 99.25 ตามล าดับ (ดูตาราง 5ก) 
   ความสามารถเฉลี่ย พบว่า โมเดล MMix2PLE (bias = -.117 ถึง -.084, RMSE = .082 ถึง .097) มีแนวโน้ม
ให้ความแม่นย าในการประมาณค่าพารามิเตอร์ความสามารถเฉลี่ย (  ) สูงกว่าโมเดล MMix3PL (bias = -.193 ถึง -.156, 
RMSE = .135) (ดูตาราง 5ข) 
  ข้อสอบ พบว่า โมเดล MMix2PLE (bias = .000, RMSE = .037 ถึง .055, corr = .987 ถึง .991) มีแนวโน้ม
ให้ความแม่นย าในการประมาณค่าความยาก  ( b ) สูงกว ่าโมเดล MMix3PL (bias = .000, RMSE = .053 ถึง .082,  
corr = .980 ถึง .987) ส่วนค่าอ านาจจ าแนก ( a ) พบว่าโมเดล MMix2PLE (bias = -.039 ถึง -.010, RMSE = .078 ถึง 
.114, corr = .667 ถึง .782) มีแนวโน้มให้ความแม่นย าใกล้เคียงกับโมเดล MMix3PL (bias = -.154 ถึง -.101, RMSE = .077 
ถึง .115, corr = .772 ถึง .838) เมื่อขนาดตัวอย่างเป็น 2,500 อย่างไรก็ตามค่าการเดา ( c ) ในโมเดล MMix3PL พบว่า 
ยังค่อนข้างมีปัญหาในการประมาณค่าย้อนกลับ เนื่องจากค่าประมาณที่ได้ไม่มีความสัมพันธ์กับค่าจริง (corr น้อยกว่า 0)  
(ดูตาราง 5ข) 
 
  

(ก) โมเดลท่ีมีปรัชญาการเดาตามแนวคิดโมเดล 3PL (ข) โมเดลท่ีมีปรัชญาการเดาตามแนวคิดโมเดล 2PLE

AIC BIC AIC BIC AIC BIC AIC BIC

3PL 57722 (0.0) 58342 (0.0) 115092 (0.0) 115796 (0.0) 2PLE 53501 (0.0) 53917 (0.0) 106067 (0.0) 106537 (0.0)

multilevel 3PL 58509 (0.0) 59140 (0.0) 116875 (0.0) 117592 (0.0) multilevel 2PLE 54123 (0.0) 54547 (0.0) 108001 (0.0) 108486 (0.0)

Mix3PL (K=2) 52438 (0.0) 53401 (100.0) 104295 (0.0) 105715 (0.0) Mix2PLE (K=2) 46467 (0.0) 47308 (0.0) 92477 (0.0) 93431 (0.0)

Mix3PL (K=3) 51964 (0.0) 53846 (0.0) 102986 (0.0) 105122 (100.0) Mix2PLE (K=3) 45279 (0.0) 46548 (100.0) 89966 (0.0) 91406 (0.0)

MMix3PL (K=2, G=2) 51797 (100.0) 54312 (0.0) 102431 (100.0) 105283 (0.0) MMix2PLE (K=2, G=2) 45006 (100.0) 46700 (0.0) 89212 (100.0) 91133 (100.0)

MMix3PL (K=3, G=2) 52090 (0.0) 55866 (0.0) 102663 (0.0) 107051 (0.0) MMix2PLE (K=3, G=2) 45203 (0.0) 47751 (0.0) 89473 (0.0) 92361 (0.0)

MMix3PL (K=2, G=3) 52295 (0.0) 56071 (0.0) 102929 (0.0) 107215 (0.0) MMix2PLE (K=2, G=3) 45354 (0.0) 47900 (0.0) 89579 (0.0) 92467 (0.0)

MMix3PL (K=3, G=3) 52828 (0.0) 58498 (0.0) 103401 (0.0) 109834 (0.0) MMix2PLE (K=3, G=3) 45694 (0.0) 49515 (0.0) 89956 (0.0) 94295 (0.0)

N = 1,250 N = 2,500
โมเดล โมเดล

N = 1,250 N = 2,500
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ตาราง 5  ความแม่นย าของการประมาณค่าพารามิเตอร์ 

 
 

สรุปและอภิปรายผล 
 1.  ขั้นตอนวิธกีารประมาณค่าพารามิเตอร์แบบเบส์ส าหรับโมเดล MMix2PLE ที่พัฒนาในงานวิจัยนีพ้บว่าค่อนข้าง
มีความเหมาะสม สังเกตได้จากกราฟความหนาแน่นของการแจกแจงความน่าจะเป็นภายหลังของพารามิเตอร์ทีม่ลีักษณะเป็น
เอกฐานนิยม ซึ่งแสดงถึงค่าพารามิเตอร์ที่ประมาณได้ว่ามีเพียงหนึ่งเดียวหรือระบุค่าที่แน่นอนได้ ประกอบกับการพิจารณา 
การประมาณค่าพารามิเตอร์ย้อนกลับก็พบว่าสามารถท าได้ค่อนข้างดีภายใต้เง่ือนไขการศึกษาเชิงจ าลองเช่นกัน ซึ่งผลดังกล่าว
สอดคล้องกับงานวิจัยของ Cho and Cohen (2010, p. 338) ที่ศึกษาโมเดล MMixRasch และใช้ขั้นตอนวิธีการประมาณค่า
แบบเบส์เช่นกัน ดังพิจารณาได้จากความแม่นย าของการประมาณค่าพารามิเตอร์กลุ่มแฝงส าหรับโมเดล MMix2PLE ที่มีค่า
ร้อยละ 96.0 ถึง 100.0 ซึ่งใกล้เคียงกับโมเดล MMixRasch ที่มคี่าร้อยละ 98.0 ถึง 100.0 และความแม่นย าของการประมาณ
ค่าพารามิเตอร์ความยากส าหรับโมเดล MMix2PLE ที่มี bias = .000, RMSE = .037 ถึง .055 และ corr = .987 ถึง .991  
ซึ่งใกล้เคียงกับโมเดล MMixRasch ที่มี bias = -.001 ถึง .033, RMSE = .094 ถึง .115 และ corr = .997 (Cho & Cohen, 
2010, p. 352) 
 2.  การเปรียบเทียบความถูกต้องของการตรวจสอบจ านวนกลุ่มแฝง พบว่า AIC มีแนวโน้มมีความถูกต้องมากกว่า 
BIC ซึ่งผลดังกล่าวขัดแย้งกับสมมติฐานที่ตั้งไว ้ทั้งนี้ อาจเนื่องจากสมมติฐานดังกล่าวเป็นการอิงผลมาจากงานวิจัยก่อนหน้าที่
ศึกษาโมเดล MMixRasch (Cho & Cohen, 2010, p. 351) ซึ่งไม่มีการค านึงถึงการเดา อย่างไรก็ตามเมื่อพิจารณางานวิจัย
ของ Choi (2014, p. 57) ที่ศึกษาในบริบทโมเดล MixIRT จะพบว่า BIC มีแนวโน้มมีความถูกต้องมากกว่า หากเป็นโมเดล 
MixRasch หรือ Mix2PL ในขณะที่ AIC จะมีแนวโน้มมีความถูกต้องมากกว่า หากเป็นโมเดล Mix3PL ซึ่งผลดังกล่าวน่าจะ
อนุมานถึงโมเดล MMix3PL และ MMix2PLE ในงานวิจัยนี้ได้เช่นกัน  
 3.  การเปรียบเทียบความแม่นย าของการประมาณค่าพารามิเตอร์  พบว่าโมเดล MMix2PLE มีแนวโน้มมี 
ความแม่นย าสูงกว่า MMix3PL และการเพิ่มขนาดตัวอย่างยังมีส่วนช่วยให้ความแม่นย าสูงขึ้นด้วย ซึ่งผลดังกล่าวค่อนข้าง
สอดคล้องกับสมมติฐานที่ตั้งไว้ ทั้งนี้อาจเนื่องมาจากการนิยามให้โอกาสในการเดาถูก ( g ) ในโมเดล MMix2PLE ว่าไม่ใช่
พารามิเตอร์ที่ต้องประมาณค่า แตกต่างจาก c  ในโมเดล MMix3PL ซึ่งเป็นพารามิเตอร์ของข้อสอบที่ต้องประมาณค่า ดังนั้น
ในแง่ของการประมาณค่า โมเดล MMix3PL จึงมีความซับซ้อนมากกว่าโมเดล MMix2PLE และอาจส่งผลท าให้ความแม่นย า
ของการประมาณค่าพารามิเตอร์มีแนวโน้มต ่ากว่า (Sen, 2014, pp. 56-57) ส่วนการประมาณค่า c  ในโมเดล MMix3PL ที่มี
ค่าสหสัมพันธ์เป็นลบ พบว่าผลดังกล่าวมีความสอดคล้องกับงานวิจัยของ Choi (2014, p. 76) ซึ่งศึกษาโมเดล Mix3PL และได้

(ก) พารามิเตอร์กลุ่มแฝงในระดับต่าง ๆ (ข) ความสามารถเฉล่ียและพารามิเตอร์ของข้อสอบ

p (โรงเรียน) p (นักเรียน) p (โรงเรียน) p (นักเรียน) bias RMSE corr bias RMSE corr

1,250 100 96.02 100 98.92 1,250 -0.156 0.135 - -0.117 0.097 -

2,500 100 97.71 100 99.25 2,500 -0.193 0.135 - -0.084 0.082 -

a 1,250 -0.154 0.115 .772 -0.039 0.114 .667

2,500 -0.101 0.077 .838 -0.010 0.078 .782

b 1,250 0.000 0.082 .980 0.000 0.055 .987

2,500 0.000 0.053 .987 0.000 0.037 .991

c 1,250 0.027 0.007 -.290 - - -

2,500 0.025 0.006 -.186 - - -

โมเดล MMix3PL โมเดล MMix2PLE โมเดล MMix3PL โมเดล MMix2PLE
N N

 
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ค่าสหสัมพันธ์เป็นลบเช่นกัน ทั้งนี้อาจเป็นเพราะในทางทฤษฎี c  คือ ความน่าจะเป็นที่ผู้สอบความสามารถต ่ามากจะตอบ
ข้อสอบได้ถูกต้อง แต่โดยธรรมชาติของข้อมูล ผู้สอบที่มีคุณลักษณะดังกล่าวมักมีอยู่น้อยมาก การประมาณค่าโดยอิงจากข้อมูล
ที่มีอยู่น้อยจึงมักมีแนวโน้มไม่สัมพันธ์กับค่าจริง (Lee & Bolt, 2018, p. 91) 
 

ข้อเสนอแนะ  
 1.  ข้อเสนอแนะในการน าไปใช้ 
  1.1  นักวัดและประเมินผลได้แนวทางในการตัดสินใจเลอืกใช้โมเดล MMixIRT กับข้อมูลทางการศึกษา ซึ่งเป็น
ข้อมูลพหุระดับท่ีมีความวิวิธพันธุ์ในประชากรและมีการเดาเข้ามาเกี่ยวข้อง 
  1.2  หน่วยงานทางการศึกษา เช่น สทศ. สพฐ. สามารถน าโมเดลดังกล่าวไปใช้ เพื่อหากลุ่มแฝงระดับโรงเรียน
หรือนักเรียน ซึ่งอาจได้สารสนเทศที่สะท้อนถึงข้อบกพร่องของหลักสูตรของโรงเรียนแต่ละกลุ่ม อันจะน าไปสู่การวินิจฉัย 
เพื่อวางแผนให้นักเรียนมีผลสัมฤทธ์ิทางการเรียนท่ีสูงขึ้น 
  1.3  โมเดลในงานวิจัยนี้ถูกพัฒนาด้วยโปรแกรม MultiBUGS เวอร์ชั ่น 1.0.0 อย่างไรก็ตามโปรแกรมใน 
เวอร์ชั่นดังกล่าวอาจมีข้อจ ากัดเกี่ยวกับขนาดหน่วยความจ าในการรองรับค่าพารามิเตอร์ที่ต้องการประมาณค่าหรือจุดต่อ 
(Node) ในขั้นตอนวิธีการประมาณค่าแบบเบส์ ผู้ใช้งานจึงควรตรวจสอบความเหมาะสมระหว่างเวอร์ชั่นของโปรแกรมกับ
จ านวนพารามิเตอร์ในโมเดล รวมถึงขนาดตัวอย่างของข้อมูลที่เหมาะสมก่อนวิเคราะห์ประมาณค่า 
 2.  ข้อเสนอแนะในการท าวิจัยคร้ังต่อไป 
  2.1  การวิจัยนี้เป็นต้นแบบของการบูรณาการระหว่างโมเดล IRT ทางเลือกที่ค านึงถึงการเดากับโมเดล 
MMixIRT ซึ่งมีการวัดเป็นแบบเอกมิติ (Unidimensionality) เท่านั้น ในการท าวิจัยครั้งต่อไปจึงควรมีการพัฒนาโมเดลการวัด
เป็นแบบพหุมิติ ซึ่งอาจช่วยให้ผลการวัดมีความสอดคล้องกับข้อสอบในปัจจุบันที่มีการวัดความสามารถหลายองค์ประกอบมากขึ้น  
  2.2  การวิจ ัยครั ้งต ่อไปอาจน าแนวคิดไปบูรณาการกับโมเดล IRT ที ่ม ีการตรวจให้คะแนนหลายค่า 
(Polytomous Scoring) ซึ่งน่าจะน าไปประยุกต์ใช้กับแบบวัดทางจิตวิทยาได้ 
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