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Abstract  
 Many-Facet Rasch Measurement Model is a measurement model that is widely used for the analysis 
of educational instruments, which can be found especially in a performance assessment situation related to 
more than two facets, including examinee, item, and rater. The psychometric properties of the instruments are 
analyzed across each facet of the model and are invariant. However, this model is quite complex because  
the interpretation of the model’s analysis is different depending on each facet, and the interpretation criterion 
is different depending on the analyst's objectives. Therefore, this article will present the Many-Facet Rasch 
Measurement Model concepts, writing the command for the model’s analysis, and the necessary statistic for 
the model’s analysis. Readers could use these guidelines for analyzing and interpreting their performance 
assessment using Many-Facet Rasch Measurement Model’s analysis properly. 
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บทคัดย่อ  
 โมเดลหลายองค์ประกอบของราสช์ เป็นโมเดลที่นิยมใช้ในการวิเคราะห์เครื่องมือการวัดและประเมินผลทางการศึกษา 
ซึ่งพบได้ทั่วไปโดยเฉพาะการประเมนิภาคปฏิบัติที่เกี่ยวข้องกับฟาเซตของการประเมินมากกว่า 2 ฟาเซตขึ้นไป ประกอบด้วย ผู้สอบ 
ข้อรายการประเมิน และผู้ประเมิน คุณสมบัติทางจิตมิติของเครื่องมือวัดและประเมินจะถูกวิเคราะห์ในโมเดลผ่านทุกฟาเซต 
ที่เกี่ยวข้อง โดยคุณสมบัติทางจิตมิติของเครื่องมือวัดและประเมินที่วิเคราะห์ด้วยโมเดลจะมีค่าที่คงที่  ไม่แปรเปลี่ยนไปตามกลุ่ม 
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อย่างไรก็ตาม เนื่องจากโมเดลหลายองค์ประกอบเป็นโมเดลที่มีความซับซ้อน เพราะเป็นโมเดลที่มีการแปลผลแตกต่างกันไปตาม 
แต่ละฟาเซตที่ศึกษา รวมถึงมีเกณฑ์การวิเคราะห์ที่แตกต่างกันตามจุดประสงค์ของผู้วิเคราะห์  ดังนั้นบทความนี้ จึงจะนำเสนอ 
มโนทัศน์ของโมเดลหลายองค์ประกอบของราสช์ การเขียนคำสั่งเพื่อวิเคราะห์โมเดลหลายองค์ประกอบของราสช์ และค่าสถิติ
สำคัญในการวิเคราะห์ในโมเดลหลายองค์ประกอบ เพื่อนำไปใช้เป็นแนวทางในการวิเคราะห์และแปลผลการประเมินภาคปฏิบัตทิาง
การศึกษาได้อย่างถูกต้องเหมาะสม 

คําสำคัญ: โมเดลหลายองค์ประกอบของราสช์  การประเมินภาคปฏิบัติ  การวิเคราะห์ข้อมูลทางการศึกษา  สถิติทางการศึกษา 

 

บทนำ (Introduction) 
 โมเดลหลายองค์ประกอบของราสช์ (Many-Facet Rasch Measurement Model: MFRM) เป็นหนึ่งในโมเดลตระกูล
ราสช์ที ่พัฒนาโดย Linacre (1994) และเป็นโมเดลในกลุ ่มทฤษฎีการตอบสนองข้อสอบ (Item Response Theory: IRT)  
โดยโมเดลหลายองค์ประกอบของราสช์ แตกต่างจากโมเดลแบบดั้งเดิมหรือโมเดลในกลุ่มทฤษฎีการตอบสนองข้อสอบอื่นๆ 
กล่าวคือ สามารถใช้วิเคราะห์รูปแบบการวัดทางจิตวิทยาและการวัดทางการศึกษาที่มีฟาเซต (องค์ประกอบ) มากกว่า 2 ฟาเซต 
ขึ้นไปได้ เช่น การประเมินภาคปฏิบัติที่มีฟาเซตเกี่ยวข้องมากกว่า 2 ฟาเซตขึ้นไป ประกอบด้วย ผู้สอบ ข้อสอบ และผู้ประเมิน 
(Bond et al., 2021) ซึ่งเป็นรูปแบบที่จะสามารถพบได้ในการประเมินภาคปฏิบัติโดยทั่วไป (Johnson et al., 2009) โดยอาจเพิ่ม
องค์ประกอบที่เกี่ยวข้องกับการวัด เช่น ชุดข้อสอบ ภาระงาน วันที่สอบ หรือลักษณะนิสัยของผู้สอบ เพื่อประมาณค่าพารามิเตอร์
ร่วมกันได้ (Bond et al., 2021; Linacre, 1994; Linacre, 2022a)  
 โมเดลหลายองค์ประกอบของราสช์ พัฒนาต่อยอดมาจากโมเดลราสช์แบบดั้งเดิม ที่ศึกษาความสัมพันธ์ของตัวแปรแฝง 
(ตัวแปรอิสระ) กับตัวแปรตาม โดยตัวแปรแฝงนั้น ได้แก่ ความสามารถของผู้สอบ หรือความยากของข้อสอบ ส่วนตัวแปรตามคือ 
โอกาสในการตอบข้อสอบถูกของผู้สอบ โดยมีแนวคิดคือ ผลคะแนนที่สังเกตได้ของผู้สอบ (ตัวแปรตาม) สามารถใช้อธิบาย
ความสามารถของผู้สอบและความยากของข้อสอบ (ตัวแปรแฝง) ผ่านความน่าจะเป็นได้ ดังนั้นแนวคิดนี้ จึงเป็นที่มาของโมเดล
ราสช์สำหรับการตรวจให้คะแนนแบบ 2 ค่า (Dichotomous Rasch model) (Bond et al., 2021) ซึ ่งอธิบายได้ดังสมการนี้ 
(Bond et al., 2021; Linacre, 2022a; Linacre, 2022b) 

𝑙𝑛 (
𝑃𝑛𝑖

 1 − 𝑃𝑛𝑖
) =  𝐵𝑛 −  𝐷𝑖  

เมื่อ 𝑙𝑛(𝑃𝑛𝑖/1 −  𝑃𝑛𝑖) คือ ความน่าจะเป็นการตอบข้อสอบข้อที่ 𝑖 ถูกของผู้สอบคนที่ ในn ซึ่งสามารถ

อธิบายได้จาก 𝐵𝑛 −  𝐷𝑖  โดยที่ 𝐵𝑛 คือ ความสามารถของผู้สอบคนท่ี n ส่วน 𝐷𝑖  คือความยากของข้อสอบข้อที่ 𝑖  
จากสมการข้างต้น จะสังเกตได้ว่า 1) โมเดลราสช์อธิบายความสามารถของผู้สอบและความยากของข้อสอบที่เป็น

ตัวแปรแฝงผ่านความน่าจะเป็นการในตอบข้อสอบถูกของผู้สอบ และ 2) โมเดลราสช์ใช้เพียงความยากของข้อสอบในการอธิบาย
ความน่าจะเป็นเท่านั้น โดยไม่ได้กล่าวถึงอำนาจจำแนกเหมือนโมเดลในทฤษฎีการตอบสนองข้อสอบอื่นๆ ดังนั้น โมเดลราสช์จึงมี
ความเฉพาะและถูกพัฒนามาจากแนวคิดที่แตกต่างจากโมเดลในทฤษฎีการตอบสนองแบบ 1, 2 และ 3 พารามิเตอร์ 
 ต่อมา Andrich (1978) และ Master (1982) ได้พัฒนาโมเดลราสช์แบบมาตรประมาณค่า (Rasch Rating Scale 
Model) และโมเดลราสช์แบบการให้คะแนนบางส่วน (Rasch Partial Credit Model) ตามลำดับ เพื่อใช้สำหรับเครื่องมือที่ตรวจ
ให้คะแนนที่มากกว่า 2 ค่า (Polytomous) โดยโมเดลราสช์แบบมาตรประมาณค่า จะประมาณค่าพารามิเตอร์ความยากของแต่ละ
ระดับขั้นการตอบหรือระดับคะแนน (Thresholds) เท่ากันทั้งฉบับ ในขณะที่โมเดลราสช์แบบการให้คะแนนบางส่วนจะประมาณ
ค่าพารามิเตอร์ โดยอนุญาตให้ความยากของแต่ละระดับขั้นการตอบ (Thresholds) ของแต่ละข้อรายการประเมินมีความแตกต่าง
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กันได้ (Linacre, 2000) โดยโมเดลราสช์แบบมาตรประมาณค่าสามารถอธิบายได้ดังสมการนี้  (Bond et al., 2021; Linacre, 
2022a) 

𝑙𝑛 (
𝑃𝑛𝑖𝑘

 1 − 𝑃𝑛𝑖𝑘
) =  𝐵𝑛 − 𝐷𝑖 − 𝐹𝑘  

เมื่อ 𝑙𝑛(𝑃𝑛𝑖𝑘/1 − 𝑃𝑛𝑖𝑘) คือ ความน่าจะเป็นในการตอบบนระดับคะแนนที่ 𝑘 ในข้อคำถามที่ 𝑖  ของผู้ตอบคน

ที่ n  ซึ่งสามารถอธิบายได้จาก 𝐵𝑛 − 𝐷𝑖 − 𝐹𝑘 โดยที่ 𝐵𝑛 คือ ความสามารถของผู้ตอบคนที่ n 𝐷𝑖  คือความยากของข้อ

คำถามข้อที่ 𝑖 และ 𝐹𝑘  คือความยากของระดับคะแนนที่ 𝑘 
จากสมการดังกล่าว จะสังเกตได้ว่า ความยากของข้อคำถามและความยากของระดับคะแนนแต่ละระดับของมาตร

ประมาณค่านี้ ถูกประมาณค่าอย่างเป็นอิสระกัน โดยข้อคำถามแต่ละข้อจะมีความยากแตกต่างกันได้ แต่จะมีความยากของแต่ละ
ระดับคะแนนทีเ่ท่ากัน ซึ่งแตกต่างจากโมเดลราสช์แบบการให้คะแนนบางส่วน ซึ่งอธิบายได้ดังสมการต่อไปนี้ (Bond et al., 2021; 
Linacre, 2022a) 

𝑙𝑛 (
𝑃𝑛𝑖𝑘

 1 − 𝑃𝑛𝑖𝑘
) =  𝐵𝑛 −  𝐷𝑖𝑘  

เมื่อ 𝑙𝑛(𝑃𝑛𝑖𝑘/1 − 𝑃𝑛𝑖𝑘) คือ ความน่าจะเป็นในการตอบบนระดับคะแนนที่ 𝑘 ในข้อคำถามที่ 𝑖  ของผู้ตอบคน

ที่ n  ซึ่งสามารถอธิบายได้จาก 𝐵𝑛 − 𝐷𝑖𝑘  โดยที่ 𝐵𝑛 คือ ความสามารถของผู้ตอบคนที่ n และ 𝐷𝑖𝑘  คือความยากของ

ระดับคะแนนที ่𝑘 ของข้อคำถามข้อที่ 𝑖  
จากสมการดังกล่าว จะสังเกตได้ว่า ความยากของข้อคำถามและความยากของระดับคะแนนแต่ละระดับถูกประมาณค่า

ร่วมกัน โดยระดับคะแนนแปรผันไปตามแต่ละข้อคำถาม ดังนั้น แต่ละข้อคำถามในแบบวัดชุดนี้ ไม่จำเป็นจะต้องมีความยาก 
ของระดับคะแนนที่เหมือนกัน ดังนั้น จากคุณสมบัติของโมเดลที่ต่างกันนี้ โมเดลราสช์แบบมาตรประมาณค่า จึงนิยมนำไปใช้ 
ในการวิเคราะห์เครื่องมือทางจิตวิทยาหรือมาตรประมาณค่าที่ต้องการให้เครื่องมือมีจำนวนของระดับคะแนนที่เท่ากันทั้งฉบับ  
ส่วนโมเดลราสช์แบบการให้คะแนนบางส่วน นิยมนำไปใช้กับการวิเคราะห์เครื่องมือที่เป็นข้อสอบ ทั้งข้อสอบที่สามารถให้คะแนนได้
บางส่วน หรือรูบริกที่สามารถให้คะแนนได้หลายค่า (Andrich, 1978; Kanjanawasee, 2022; Master, 1982) 

ดังนั้น โมเดลหลายองค์ประกอบของราสช์จึงถูกพัฒนาต่อยอดมาจากโมเดลราสช์แบบการตรวจให้คะแนนมากกว่า 2 ค่า 
ซึ่งเพิ่มฟาเซตของการศึกษาผู้ประเมินเข้าไปในสมการ โดย Linacre (1994) ที่เป็นผู้พัฒนาโมเดล ได้เขียนสมการของโมเดลหลาย
องค์ประกอบไว้ดังน้ี  

𝑙𝑛 (
𝑃𝑛𝑖𝑘𝑗

1 −  𝑃𝑛𝑖𝑘𝑗
) =  𝐵𝑛 − 𝐷𝑖 − 𝐹𝑘  −  𝐶𝑗 

เมื่อ 𝑙𝑛(𝑃𝑛𝑖𝑘𝑗/1 − 𝑃𝑛𝑖𝑘𝑗) คือ ความน่าจะเป็นในการถูกประเมินโดยผู้ประเมินคนที่ 𝑗 ด้วยระดับคะแนนที่ 𝑘 

ในข้อคำถามที่ 𝑖  ของผูส้อบคนท่ี n  ซึ่งสามารถอธิบายได้จาก 𝐵𝑛 − 𝐷𝑖 − 𝐹𝑘  −  𝐶𝑗  โดยที่ 𝐵𝑛 คือ ความสามารถของ

ผู้ตอบคนท่ี n  𝐷𝑖  คือความยากของข้อคำถามข้อท่ี 𝑖  𝐹𝑘  คือความยากของระดับคะแนนที่ 𝑘 และ 𝐶𝐽 คือ การกดคะแนนของ

ผู้ประเมินคนท่ี 𝑗 
 คุณประโยชน์ของโมเดลหลายองค์ประกอบของราสช์นี้ ช่วยให้สามารถวิเคราะห์เครื่องมือการวัดและประเมินผลที่มี 
ฟาเซตเกี่ยวข้องมากกว่า 2 ฟาเซตขึ้นไปได้ ซึ่งพบได้โดยทั่วไปในการประเมินภาคปฏิบัติ ที่มักมีผู้ประเมินเข้ามาเกี่ยวข้อง จากเดิม 
ที่ผู ้วิเคราะห์ จะวิเคราะห์ผู ้ประเมินผ่านการวิเคราะห์ความเที่ยงด้วยวิธี inter-rater reliability หรือ intra-rater reliability  
ซึ่งอาจพิจารณาได้ว่าเป็นเพียงการวิเคราะห์ความเที่ยงแบบทฤษฎีดั ้งเดิม  (Classical Test Theory) ที่เป็นเพียงการบ่งชี ้ถึง
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ความสัมพันธ์ของการให้คะแนนของผู้ประเมินตา่งคนกันหรือการให้คะแนนของผู้ประเมินคนเดียวกันต่างช่วงเวลากัน แต่ไม่สามารถ
ระบุอิทธิพลการกดหรือปล่อยคะแนนของผู้ประเมินแต่ละคนได้  (Bond et al., 2021) รวมถึงไม่สามารถวิเคราะห์ความตรงเชิง
โครงสร้างของรูปแบบการประเมินที่มีผลมาจากผู้ประเมินได้ แต่โมเดลหลายองค์ประกอบสามารถประมาณค่าโดยนำฟาเซต 
ผู้ประเมินเข้ามาเป็นส่วนหนึ่งในการวิเคราะห์ได้ทั ้งความตรงเชิงโครงสร้างและความเที่ยง ช่วยให้สามาร ถพัฒนารูปแบบ 
การประเมินให้มีคุณภาพมากขึ้น และช่วยให้การวิเคราะห์เพื่อพัฒนาเครื่องมือทางการศึกษาสำหรับการประเมินทักษะปฏิบัติมี
ความตรงและความเที่ยงผ่านการวิเคราะห์ฟาเซตที่เกี่ยวข้องกับรูปแบบการประเมินได้ทั้งหมด รวมถึงสามารถวิเคราะห์ลักษณะ 
การกดหรือปล่อยคะแนนของผู้ประเมินได้อีกด้วย (Eckes, 2009; Eckes, 2019; Myford & Wolfe, 2004)  
 

การเขียนคำสั่งโมเดลหลายองค์ประกอบของราสช์ 
 ในบทความวิชาการฉบับนี้ ผู้เขียนขอนำเสนอตัวอย่างคำสั่งการวิเคราะห์และผลการวิเคราะห์จากโปรแกรมที่ใช้สำหรับ
การวิเคราะห์โมเดลหลายองค์ประกอบโดยเฉพาะ ได้แก่โปรแกรม Facets (Linacre, 2022a) โดยขอนำเสนอตัวอย่างคำสั่ง 
ในการวิเคราะห์โมเดลหลายองค์ประกอบดัง Figure 1 ซึ่งเป็นสถานการณ์การประเมินทักษะดนตรีไทยของนักเรียน 50 คน  
ที่ประเมินโดยผู้ประเมิน 3 คน ใช้เครื่องมือการประเมินแบบมาตรประมาณค่าซึ่งมีข้อรายการประเมินจำนวน 5 ข้อ โดยแต่ละข้อ
จะมีระดับคะแนนตั้งแต่ 0 ถึง 4 คะแนน  
 
Figure 1  
Rasch's multi-component model command for Facets program 
คำสั่งโมเดลหลายองค์ประกอบของราสช์สำหรับโปรแกรม Facets 
 

 
 
 สำหรับคำสั ่งในการวิเคราะห์โมเดลหลายองค์ประกอบของราสช์  สามารถแบ่งออกเป็น 3 ส่วน ประกอบด้วย  
1) ส่วนคำสั่ง 2) ส่วนรายละเอียดโมเดล และ 3) ส่วนข้อมูล โดยในส่วนแรกบรรทัดที่ 1 (Title) ผู้วิเคราะห์สามารถระบุชื่อของ
รูปแบบการวัดได้ บรรทัดที่ 2 (Facets) ผู้วิเคราะห์ต้องระบุว่าในการวิเคราะห์ครั ้งนี ้ มีฟาเซตที่เกี ่ยวข้องจำนวนกี ่ฟาเซต  

ส่วนคำสั่ง 

ส่วนรายละเอยีดโมเดล 

ส่วนข้อมูล 
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จากตัวอย่างคำสั่งในภาพ 1 เป็นการวิเคราะห์ 3 ฟาเซต ได้แก่ ฟาเซตผู้สอบ ฟาเซตผู้ประเมิน และฟาเซตข้อรายการประเมิน 
บรรทัดที่ 3 (Inter-rater) หากต้องการให้โปรแกรมวิเคราะห์ค่าสถิติที่เกี่ยวข้องกับความสอดคล้องของผู้ประเมิน ให้ระบุว่าฟาเซต
ใดเป็นฟาเซตผู้ประเมิน บรรทัดที่ 4 (Positive) ผู้วิเคราะห์ต้องกำหนดให้เป็นฟาเซตผู้สอบ เพื่อให้การประมาณความสามารถของ
ผู้สอบสูงต่ำตามความเป็นจริง บรรทัดท่ี 5 (Noncentered) ผู้วิเคราะห์ต้องกำหนดให้เป็นฟาเซตผู้สอบ เนื่องจากต้องการให้ฟาเซต
ผู้สอบไม่ได้มีค่าเฉลี่ยของผลการวัดเท่ากับ 0 เหมือนฟาเซตอื่นๆ บรรทัดที่ 6 (Persondf) ควรระบุให้เป็น Yes เนื่องจากใหโ้มเดล
วิเคราะห์ค่า Chi-square เพื ่อตรวจสอบความสอดคล้องกลมกลืนของข้อมูลเชิงประจักษ์กับโมเดล บรรทัดที่ 7 (Models)  
เป็นการระบุว่าต้องการให้โปรแกรมวิเคราะห์ข้อมูลอย่างไร โดยเครื่องหมาย ? จะหมายถึงฟาเซต ตัวอักษร B หมายถึงให้โปรแกรม
วิเคราะห์ความลำเอียง (Bias) ในที่นี้มักให้วิเคราะห์กับฟาเซตผู้ประเมิน ส่วน R5 เป็นการระบุว่า เครื่องมือที่ใช้วิเคราะห์มีระดับ
คะแนนท้ังสิ้น 5 ระดับ เมื่อเขียนคำสั่งในส่วนน้ีแล้วให้ใสเ่ครื่องหมาย * ในบรรทัดถัดไปเพื่อไปยังส่วนรายละเอียดโมเดลต่อไป 
 ในส่วนรายละเอียดโมเดล เป็นการเพิ่มเติมข้อมูลให้โปรแกรมทราบว่า ข้อมูลของผู้วิเคราะห์ในแต่ละฟาเซตมีจำนวน 
กี่ตัวอย่าง โดยใช้คำสั่ง Labels จากนั้นใส่เครื ่องหมาย * เพื ่อระบุรายละเอียดทีละฟาเซต จากตัวอย่างคำสั่งในภาพ 1 ระบุ
รายละเอียดโมเดลในส่วนฟาเซตที่ 1 คือ ฟาเซตผู้สอบ โดย 1-50 หมายถึง มีจำนวนของนักเรียนในการประเมินครั้งนี้ 50 คน  
ฟาเซตที่ 2 คือ ฟาเซตผู้ประเมิน โดย 1-3 หมายถึง มีจำนวนของผู้ประเมิน 3 คน และในส่วนฟาเซตที่ 3 คือ ฟาเซตข้อรายการ
ประเมิน โดย 1-5 หมายถึง มีจำนวนข้อรายการประเมินทั้งหมด 5 ข้อ เมื่อเขียนคำสั่งในส่วนนี้แล้วให้ใสเ่ครื่องหมาย * ในบรรทัด
ถัดไปเพื่อไปยังส่วนข้อมูลต่อไป 
 ในส่วนข้อมูล ผู้วิเคราะห์ต้องระบุข้อมูลให้ตรงกับส่วนคำสั่งและส่วนรายละเอียดโมเดลที่ได้ระบุไว้ก่อนหน้านี้ โดยใส่
ตำแหน่งให้ถูกต้องตามฟาเซต จากภาพ 1 คอลัมน์แรก คือ ฟาเซตผู้สอบ ซึ่งจะระบุว่าเป็นผู้สอบคนที่เท่าไหร่ จากนั้นคอลัมน์ 2  
จะเป็นการระบุว่านักเรียนคนนั้นถูกประเมินโดยผู้ประเมินคนที่เท่าไหร่ คอลัมน์ที่ 3 เป็นการระบุว่าผู้ประเมินคนนี้ใช้ข้อรายการ
ประเมินท้ังหมดกี่ข้อในการประเมินนักเรียนคนนี้ จากตัวอย่างภาพ 1 ระบุ 1-5a หมายถึง นักเรียนคนน้ีถูกประเมินโดยข้อรายการ
ประเมินทั้ง 5 ข้อ และจากนั้นในคอลัมน์ที่เหลือให้ผู้วิเคราะห์ใส่ผลการประเมินแต่ละข้อรายการประเมินไล่เรียงกันไปในแต่ละ
คอลัมน ์จากตัวอย่างภาพ 1 ผู้วิเคราะห์แทนผลประเมินระดับต่ำที่สุดด้วย 0 คะแนน ไล่เลียงกันไปจนถึงระดับคะแนนที่สูงที่สุดจึง
เป็น 4 คะแนน เนื่องจากเครื่องมือท่ีใช้วิเคราะห์มีระดับคะแนนทั้งสิ้น 5 ระดับ 
  

ค่าสถิติที่สำคัญในการวิเคราะห์โมเดลหลายองค์ประกอบของราสช์ 
 โมเดลหลายองค์ประกอบของราสช์ เป็นโมเดลที่มีความซับซ้อน มีค่าสถิติที่ใช้ในการวิเคราะห์หลายค่า ซึ่งต้องอาศัย 
การวิเคราะห์ที่แตกต่างกันไปในแต่ละฟาเซต รวมถึงการแปลผลที่อาศัยการศึกษาทฤษฎีและเอกสารที่เกี่ยวข้องของผู้วิเคราะห์ 
เกณฑ์การแปลผลค่าสถิติบางค่ามีเกณฑ์ที่ไม่ตายตัว ขึ้นอยู่กับฟาเซตที่ต้องการศึกษาและการนำไปใช้ของผู้วิเคราะห์ บทความนี้
นำเสนอค ่าสถ ิต ิท ี ่สำค ัญสำหร ับการว ิ เคราะห ์ ประกอบด ้วย 1) Measure 2) Fit Mean square 3) Fixed Chi-square  
4) Random Chi-square 5) Separation Index 6) Strata Index 7) Reliability of Separation Index 8) Point-Measure 
Correlation และ 9) Rasch Rater Agreement  
 1.  Measure คือค่าสถิติที่บอกถึงความเข้มของผลการวัด โดยจะแปลผลแตกต่างกันไปตามฟาเซตที่ศึกษา มีค่าอยู่

ในช่วง −∞ ถึง ∞ โดย Measure ที่มีค่าสูง หากเป็นฟาเซตผู้สอบ หมายถึงผู้สอบเป็นคนที่มีความสามารถสูง หากเป็นฟาเซต 
ข้อรายการประเมิน (Item) หมายถึง ข้อรายการประเมินยาก และหากเป็นฟาเซตผู้ประเมิน หมายถึง ผู ้ประเมินมีลักษณะ 
การประเมินแบบกดคะแนน Measure คำนวณจากการแปลงคะแนนเชิงประจักษ์ท่ีได้จากการวัด มาประมาณค่าพารามิเตอร์ต่างๆ 
ในโมเดล ผ่านความน่าจะเป็นในการตอบหรือถูกประเมินและความสอดคล้องกลมกลืนของโมเดลกับข้อมูลเชิงประจักษ์ โดยค่า 
Measure  
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จะแสดงในหน่วยโลจิท (Logits) ดังนั้น เมื่อโมเดลถูกตรวจสอบแล้วว่าเชื่อมต่อกันอย่างสมบูรณ์ จะทำให้สามารถเปรียบเทียบ  
ค่า Measure ระหว่างฟาเซตและสามารถคำนวณความน่าจะเป็นของการตอบหรือการถูกประเมิน โดยใช้ค่า Measure  
จากแต่ละฟาเซตได้ (Linacre, 2022a) 
  Measure จะถูกประมาณด้วยวิธีการทำซ้ำ (iteration) ผ่านฟังก์ชันการประมาณค่าด้วยวิธี Joint maximum 
likelihood estimates ซึ่งเป็นวิธีการประมาณค่าพารามิเตอร์ให้มีความใกล้เคียงกับประชากรมากที่สุด  (Myung, 2003) ดังนั้น 
ค่า Measure จึงถูกนำเสนอคู่กับความคลาดเคลื่อนมาตรฐาน (Standard Error: SE) ซึ่งสะท้อนความแม่นยำของผลการวัด 
เมื่อนำไปใช้กับกลุ่มตัวอย่างอ่ืน (Linacre, 2022a) 
  สำหรับเกณฑ์ของการแปลค่า Measure มีผู้ที่ระบุเกณฑ์เอาไว้ใน 2 ฟาเซต ได้แก่ ฟาเซตข้อรายการประเมิน และ 
ฟาเซตผู้ประเมิน โดยฟาเซตข้อรายการประเมินนั้น หากผู้วิจัยต้องการให้ข้อรายการประเมินแต่ละข้อมีความยากง่ายในระดับ  
ปานกลาง ค่า Measure ของข้อรายการประเมินแต่ละข้อ ควรอยู่ในช่วง -0.99 ถึง 0.99 (Krishnan & Idris, 2018) ส่วนฟาเซต 
ผู้ประเมิน หากต้องการให้ผู้ประเมินประเมินโดยมีการกดหรือปล่อยคะแนนไม่ต่างกัน ผู้ประเมินแต่ละคนควรมีค่า Measure  
อยู่ในช่วง -1.0 ถึง 1.0 (Myford & Wolfe, 2004) ส่วนฟาเซตผู้สอบ ค่า Measure สามารถมีค่าได้ตั้งแต่ศูนย์ถึงอนันต์ และไม่ได้ 
มีการระบุถึงเกณฑ์ที ่เหมาะสมของค่า Measure ในฟาเซตผู ้สอบ อาจเป็นเพราะฟาเซตผู ้สอบ มักตรวจสอบในส่วนของ 
ความสอดคล้องกลมกลืนกับโมเดลมากกว่า หากผู้สอบมีผลการวัดที่สูงมากหรือต่ำมากกว่าปกติ แต่มีค่าสถิติ Fit Mean Square  
ที ่อยู ่ในเกณฑ์เหมาะสม ก็ถือว่าคะแนนของผู ้สอบที ่มีความสามารถตามที ่กล่าวมานั ้น ยังมีความสอดคล้องกลมกลืนกับ 
โมเดลอยู ่(Bond et al., 2021) 
 2. Fit Mean square (Fit MS) คือ ค่าสถิติที่แสดงถึงความสอดคล้องกลมกลืนระหว่างข้อมูลกับโมเดลราสช์ และแสดง
ถึงความตรงเชิงโครงสร้าง (Construct Validity) แต่เนื ่องจากโมเดลราสช์เป็นโมเดลที ่ม ีล ักษณะเป็นโมเดลเชิงย ืนยัน 
(Confirmatory Model) ข้อมูลจึงต้องสอดคล้องกลมกลืนกับโมเดล ดังนั ้น  ค่าสถิติ Fit MS จึงสามารถพิจารณาได้ว่าเป็น 
การควบคุมคุณภาพของผลการวัด (Bond et al., 2021; Linacre, 2022a) อย่างไรก็ตาม หากมีข้อมูลที่ไม่สอดคล้องกลมกลืนกับ
โมเดล ผู้วิเคราะห์ไม่ควรตัดทิ้งในทันที แต่ควรที่จะตรวจสอบถึงสาเหตุของความไม่สอดคล้องที่เกิดขึ้น เพื่อที่จะทำการตัดสินใจ
ยอมรับ ปฏิเสธ หรือปรับปรุงข้อมูล (Smith, 1996) หากมีความไม่สอดคล้องเกิดขึ้น ควรตรวจสอบเบื้องต้นว่ามีความคลาดเคลื่อน
เกิดขึ้นในขั้นตอนการกรอกข้อมูลสำหรับการวิเคราะห์หรือมีความผิดพลาดที่เกิดขึ้นจากผู้สอบหรือไม่ หากพิจารณาแล้วไม่พบ  
ความผิดปกติ อาจต้องพิจารณาว่าความไม่สอดคล้องกลมกลืนเกิดขึ้นจากความกำกวมของภาษาในข้อรายการประเมินหรืออาจเกิด
จากความไม่เป็นเอกมิติของข้อรายการประเมินหรือไม่ ผู้วิเคราะห์ควรพิจารณาว่าหากปฏิเสธความไม่สอดคล้องของข้อรายการ
ประเมินข้อใดข้อหนึ่งโดยการนำข้อนั้นออกจากมาตรประมาณค่าแล้ว จะส่งผลกระทบต่อความเป็นตัวแทน (Representation) 
ของทักษะที่ต้องการประเมินหรือไม่ หากไม่มีข้อรายการประเมินที่สามารถทดแทนความเป็นตัวแทนนั้นได้ ผู้วิเคราะห์ไม่ควรนำข้อ
รายการประเมินนั้นออกจากมาตรประมาณค่าดังกล่าว (Bohlig et al., 1998; Smith, 1996) 
  ค่าสถิติ Fit MS ถูกคำนวณจากการหารค่า Chi-square และ Degree of Freedom ที ่ได้จากการตรวจสอบ 

ความสอดคล้องกลมกลืน โดยค่า Fit MS จะมีค่าอยู่ในช่วง 0 ถึง ∞ โดยสำหรับค่าที่โมเดลราสช์คาดหวัง จะมีค่าเท่ากับ 1.0  
หากค่า Fit MS ที่มีค่าต่ำกว่า 1.0 สามารถแปลผลได้ว่า ข้อมูลเชิงประจักษ์ถูกทำนายได้ง่ายเกินไป (Too Predictable) หรือ
สอดคล้องกลมกลืนมากเกินไป (Overfit) ส่วนค่า Fit MS ที่มีค่ามากกว่า 1.0 สามารถแปลผลได้ว่า มีข้อมูลที่ไม่สามารถทำนายได้ 
(Unpredictable) โดยหากดูจากผลการวิเคราะห์ที่มาจากโปรแกรม Facets ค่านี้จะแสดงผลว่าเป็นค่า Outfit Mean Square 
ส่วนค่า Infit MS คือค่าความสอดคล้องแบบถ่วงน้ำหนัก (Information-weighted Fit) โดยค่า Outfit MS จะไวต่อผลการตอบ
หรือการประเมินที ่เป็นค่าสุดโต่ง (Outlier-sensitive) ส่วน Infit MS จะไวต่อผลการตอบหรือการประเมินที ่เป็นแบบแผน  
(Inlier-sensitive) (Linacre, 2002b; Wright & Linacre, 1994) โดยค่า Fit MS จะถูกนำเสนอกับค่า Z-Standardized (Zstd)  



Purin Thepsathit and Kamonwan Tangdhanakanond / Journal of Education and Innovation 2024, 26(1), 435-448 

 

441 
 

ที่เป็นผลการทดสอบ t-test ที่ถูกปรับให้เป็นค่ามาตรฐานสำหรับการพิจารณานัยสำคัญทางสถิติของค่า Fit MS โดยถ้า Zstd มีค่า
ตั ้งแต่ 1.96 ขึ้นไปหรือตั้งแต่ -1.96 ลงมา จะแสดงถึงการมีนัยสำคัญทางสถิติที ่ระดับ .05 หากค่า Outfit หรือ Infit MS ใด 
ไม ่สอดคล้องกลมกลืนกับโมเดล และม ีค ่า Z-Standardized ที ่แสดงถึงน ัยสำคัญทางสถ ิต ิ  จะแปลผลได ้ว ่า ผลของ 
ความไม่สอดคล้องกลมกลืนนี้ เกิดขึ้นอย่างเป็นระบบ หรือไม่ได้เป็นเรื่องบังเอิญ (Linacre, 2022a; Linacre, 2022b)  
  สำหรับการตรวจสอบความสอดคล้องกลมกลืนของข้อมูลกับโมเดลนั้น อาจพิจารณาได้ว่า ค่า Fit MS เป็นค่าที่ใช้ใน
การตรวจสอบว่าข้อมูลสอดคล้องกับโมเดลซึ่งสามารถนำไปใช้ประโยชน์ได้หรือไม่ (Usefully) ส่วนค่า Z-Standardized เป็นค่าที่
ตรวจสอบว่าข้อมูลสอดคล้องกับโมเดลในเชิงสถิติหรือไม่ (Statistically) (Linacre, 2003) ค่า Fit MS ที ่มากกว่า 1.5 จะถูก
พิจารณาว่าทำให้ผลการวัดบิดเบือนไป ส่วนค่า Zstd ที่มากกว่า 2.0 จะถูกพิจารณาว่ามีความผิดปกติที่ใหญ่มากพอที่จะต้อง
ตรวจสอบ (Linacre, 2022a) ซ ึ ่งแนวทางของการตรวจสอบความสอดคล้องกลมกลืนนั ้น Linacre (2022b) ให ้เร ิ ่มจาก  
1) ตรวจสอบค ่ า  Outfit MS ก ่อน Infit MS 2) ตรวจสอบ Fit MS ก ่อนค ่ า  Z-Standardized และ  3) ตรวจสอบค่ า  
Z-Standardized ที่มีค่าสูงก่อนค่าท่ีต่ำหรือค่าท่ีติดลบ 
  อย่างไรก็ตาม เนื่องจากโมเดลหลายองค์ประกอบของราสช์เป็นโมเดลที่มีสมมติฐานคือโมเดลสามารถทำนายข้อมูล
ได้อย่างสมบูรณ์ แต่ในความเป็นจริง ผู้วิเคราะห์ต้องใช้ข้อมูเชิงประจักษ์ในการประมาณค่าพารามิเตอร์ จึงไม่สามารถทำให้โมเดล
เชิงประจักษ์สอดคล้องกับโมเดลของราสช์ได้อย่างสมบูรณ์ ค่า Fit MS ที่แสดงถึงความสอดคล้องนั้น เป็นไปได้ที่น้อยมากที่จะมีค่า
เป็น 1.0 เท่ากันทุกฟาเซต ดังนั้น จึงต้องมีการกำหนดช่วงที่ยอมรับได้ของค่า Fit MS โดยช่วงที่ยอมรับได้ทั่วไปที่ส่งผลดีต่อผล 
การวัดจะอยู่ในช่วง 0.5 ถึง 1.5 (Linacre, 2022a; Linacre, 2022b) อย่างไรก็ตาม ไม่ได้มีการกำหนดเกณฑ์ไว้อย่างตายตัว  
โดย Wright and Linacre (1994) ได้เสนอแนวทางการปรับช่วงของค่า Fit MS ตามการนำไปใช้ โดยกำหนดให้ช่วงมีความกว้าง
หรือแคบตามวัตถุประสงค์ของการวัด เช่น กำหนดในช่วง 0.8 ถึง 1.2 สำหรับการนำไปใช้สำหรับข้อสอบแบบเลือกตอบ ซึ่งจะเห็น
ได้ว่ามีการกำหนดให้ช่วงแคบลงเพื่อป้องกันการทำนายไม่ได้หรือทำนายได้ง่ายเกินไป หรือกำหนดในช่วง 0.4 ถึง 1.2 สำหรับ 
การประเมินตัดสิน ซึ่งจะเห็นได้ว่ามีการขยายช่วงจาก 0.5 ในแนวทางปกติ ไปสู่ 0.4 เพื่อยอมรับผลการประเมินที่มีความสอดคลอ้ง
กันมากขึ้นของผู้ประเมินได้  
 3.  Fixed Chi-square คือ ค่าสถิติการทดสอบ Chi-square สำหรับการตรวจสอบความแตกต่างของข้อมูลภายใน 
ฟาเซต Fixed Chi-square มีสมมติฐานหลัก คือ ข้อมูลภายในฟาเซตไม่แตกต่างกัน ผลการวิเคราะห์จะแสดงแตกต่างกันไป 
ในแต่ละฟาเซต ดังนั้น หากค่า Fixed Chi-square มีนัยสำคัญทางสถิติ จะแปลผลได้ว่า ข้อมูลภายในฟาเซตนั้นมีความแตกต่างกัน 
ซึ่งเกณฑ์ของการวิเคราะห์จะขึ้นอยู่กับจุดประสงค์ของผู้วิจัย หากต้องการให้เครื่องมือมีคุณสมบัติทางจิตมิติที่คงที่เมื่อนำไปใช้กับ
ตัวอย่างวิจัยอื่นๆ ค่า Fixed Chi-square ควรมีนัยสำคัญทางสถิติ แต่หากต้องการให้ผู้ประเมินประเมินโดยมีลักษณะการกดหรือ
ปล่อยไม่ต่างกัน ไม่ควรให้มีผลการทดสอบที่มีนัยสำคัญทางสถิติ (Linacre, 2022a) อย่างไรก็ตาม Myford and Wolfe (2004)  
ได้ทำการทดลอง พบว่า ค่า Fixed Chi-square ในฟาเซตผู้ประเมินมีความอ่อนไหวมาก ดังนั้น หากผู้ประเมินประเมินแบบกดหรือ
ปล่อยคะแนนไม่ต่างกันมาก ก็อาจมีนัยสำคัญทางสถิติเกิดขึ้นได้ 
 4.  Random Chi-square คือ ค่าสถิติการทดสอบ Chi-square สำหรับการตรวจสอบผลการวัดของตัวอย่างกับ
ประชากร Random Chi-square มีสมมติฐานหลัก คือ กลุ่มตัวอย่างมีความสามารถใกล้เคียงกับการสุ่มจากประชากรที่มีการแจง
แจกแบบปกติ (Normal Distribution) ดังนั้น หากค่า Random Chi-square มีนัยสำคัญทางสถิติในฟาเซตผู้สอบ จะหมายถึง 
ผู้สอบที่เป็นตัวอย่างวิจัยในครั้งนี้ มีความสามารถแตกต่างจากกลุ่มประชากรที่มีการแจกแบบปกติ เกณฑ์การวิเคราะห์ขึ้นอยู่กับ  
ผู้วิเคราะห์ อย่างไรก็ตาม หากต้องการให้ผลการวัดนี้เกิดขึ้นอย่างคงที่เมื่อนำไปใช้กับกลุ่มตัวอย่างอื่น ควรให้ผลการทดสอบไม่มี
นัยสำคัญทางสถิติในฟาเซตผู้สอบและผู้ประเมิน (Linacre, 2022a)  
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 5.  Separation Index คือ ดัชนีที ่แสดงถึงจำนวนระดับของความแตกต่างของข้อมูลภายในฟาเซต โดยประมาณ 
ค่าตามสมมติฐานว่าข้อมูลนั้นเป็นการแจกแจงแบบปกติ ดังนั้น ข้อมูลภายในฟาเซตที่มีผลการวัดสูงมากหรือต่ำมากจะไม่มีผลต่อ
การวิเคราะห์ดัชนี Separation เนื่องจากจะถูกพิจารณาว่าเกิดจากผลการวัดที่สุดโต่งหรือบังเอิญ (Wright & Masters, 2002) 
ดัชนี Separation คำนวณจากสัดส่วนของส่วนเบี่ยงเบนมาตรฐานที่แท้จริง (True SD) กับความคลาดเคลื่อนที่เกิดจากการวัด 
(Root Mean Square Error: RMSE) โดยมีค่าได้ตั ้งแต่ 0 ขึ้นไป โดยเกณฑ์การแปลผลดัชนี Separation จะมีค่าแตกต่างกัน
ตามแต่ละฟาเซต สำหรับฟาเซตผู้สอบ ดัชน ีSeparation ที่มีค่าต่ำกว่า 2.0 จะถูกพิจารณาว่ามีความแตกต่างต่ำ ฟาเซตข้อรายการ
ประเมิน ดัชนี Separation ที่มีค่าต่ำกว่า 3.0 จะถูกพิจารณาว่ามีความแตกต่างต่ำ ส่วนฟาเซตผู้ประเมิน ขึ้นอยู่กับวัตถุประสงค์
ของผู้วิเคราะห์ หากต้องการให้ผู้ประเมินประเมินโดยมีลักษณะการกดหรือปล่อยคะแนนไม่ต่างกัน ก็ควรให้ดัชนี Separation  
มีค่าต่ำ (Linacre, 2022b) 
 6.  Strata Index คือ ดัชนีที่แสดงถึงจำนวนระดับของความแตกต่างของข้อมูลภายในฟาเซต แต่แตกต่างจากดัชนี  
Separation ในเรื่องของการที่ไม่ได้อนุมานว่าข้อมูลมีการแจกแจงแบบปกติ ดังนั้นดัชนี Strata จะคำนวณโดยข้อมูลจากตัวอย่าง
วิจัยทุกข้อมูล โดยอนุมานว่าข้อมูลที่มีความสามารถสูงมากหรือต่ำมากนั้นเป็นผลจากความสามารถของผู้สอบที่เกิดขึ้นจริง ดังนั้น 
หากผู้วิเคราะห์พิจารณาแล้วว่า ความสามารถน้ีเป็นความสามารถท่ีเกิดขึ้นจริง ก็สามารถใช้ดัชนีน้ีในการอธิบายความแตกต่างของ
ข้อมูลภายในฟาเซตแทนดัชนี Separation ได้ โดยดัชนี Strata จะมีค่าที ่สูงกว่าดัชนี Separation เสมอ (Linacre, 2022a; 
Linacre, 2022b) อย่างไรก็ตาม หากตัวอย่างวิจัยมีขนาดใหญ่และมีการแจกแจกแบบปกติ การใช้ดัชนี Separation จะเหมาะสม
กว่าดัชน ีStrata (Bond et al., 2021) 
 7.  Reliability of Separation Index คือ ดัชนีที ่แสดงถึงความเที่ยงในแนวคิดแบบทฤษฎีการตอบสนองข้อสอบ  
ที ่แสดงถึงความสามารถในการนำไปใช ้ได ้คงที ่ของคุณสมบัต ิทางจ ิตม ิต ิ (Reproducibility/Replicability) (American 
Educational Research Association et al., 2014; Bond et al., 2021; Linacre, 2022b) ดัชนีความเที ่ยงจำแนกที ่ส ูงเป็น 
การยืนยันโครงสร้างผลการวัดของโมเดล 
  ดัชนี Reliability of Separation คำนวณจากสัดส่วนของความแปรปรวนที่แท้จริงกับความแปรปรวนที่สังเกตได้ 
โดยดัชนีนี้จะมีค่าอยู่ในช่วง 0 ถึง 1 คล้ายกับความเที่ยงในแบบทฤษฎีดั้งเดิม แต่จะมีค่าต่ำกว่าเล็กน้อยเนื่องจากคำนวณมาจาก
ดัชนี Separation ที ่ไม ่ได ้นำเอาข้อมูลแบบสุดโต่งมาคำนวณ (Linacre, 2022a) เกณฑ์การแปลผลดัชนี Reliability of 
Separation สำหรับฟาเซตผู้สอบ ค่าที่ต่ำกว่า 0.8 ถือว่ามีความเที่ยงจำแนกต่ำ ฟาเซตข้อรายการประเมิน ค่าที่ต่ำกว่า 0.9 ถือว่ามี
ความเที่ยงจำแนกต่ำ ส่วนฟาเซตผู้ประเมิน หากต้องการให้ผู้ประเมินประเมินโดยมีลักษณะการกดหรือปล่อยไม่ต่างกัน ควรมีค่า
ดัชน ีReliability of Separation ที่เข้าใกล้ 0 (Linacre, 2022b) 

 8.  Point-Measure Correlation (𝑃𝑇𝑐𝑜𝑟 ) คือ ค่าสถิต ิสหสัมพันธ์ (Correlation) ในรูปแบบของโมเดลราสช์ 
แบบ Pearson Point Biserial Correlation ของข้อมูลภายในฟาเซต แสดงถึงความสอดคล้องไปในทิศทางเดียวกันของข้อมลูกับ
ความเป็นเอกมิติ (Unidimensionality) ของโมเดลราสช์ ผู้วิเคราะห์สามารถใช้ค่านี้ในการวิเคราะห์ว่าข้อรายการประเมินมุ่งวัด  
ในตัวแปรเดียวกันหรือไม่ และสามารถใช้ในการตรวจสอบความสอดคล้องของผลการประเมินกับตัวแปรที่ต้องการวัดของผู้ประเมิน

ได้ ในกรณีที่เป็นเครื ่องมือที่ให้คะแนนมากกว่า 2 ค่า 𝑃𝑇𝑐𝑜𝑟 ช่วยในการวินิจฉัยลักษณะรูปแบบการตอบหรือการประเมิน 

ในแต่ละข้อรายการประเมินได้ ค่า 𝑃𝑇𝑐𝑜𝑟  โดยทั่วไปนั้น ควรมีค่าเป็นบวกขึ้นไป เพื่อยืนยันว่าข้อรายการประเมินมุ่งวัดในตัวแปร
เดียวกัน และช่วยยืนยันความตรงเชิงเนื้อหาและโครงสร้างของเครื่องมือ (Krishnan & Idris, 2018; Linacre, 2022a) 
 9.  Rasch Rater Agreement คือ ค่าสถิติที่แสดงความสอดคล้องของผลการประเมินระหว่างผู้ประเมินบนพื้นฐาน
แนวคิดแบบโมเดลราสช์ โดย  Rasch Rater Agreement จะนำเสนอค่าสถิต ิท ี ่ เก ี ่ยวข ้องท ั ้ งหมด 2 ค่า ประกอบด้วย  
ค่าความสอดคล้องที ่ส ังเกตได ้ (Exact Agreement Observed) และค่าความสอดคล้องที ่คาดหวัง (Exact Agreement 
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Expected) โดยจะแสดงผลเป็นร้อยละ ซึ่งค่าความสอดคล้องที่คาดหวังจะถูกคำนวณจากความน่าจะเป็นของผลการประเมิน
จากฟาเซตที่เกี่ยวข้องทุกฟาเซต การแปลผลการวิเคราะห์ค่า Rasch Rater Agreement นั้นขึ้นอยู่กับผู้วิเคราะห์ว่าต้องการใหผ้ล
การประเมินของผู้ประเมินเป็นอย่างไร หากต้องการผู้ประเมินประเมินสอดคล้องกันทั้งหมด ควรให้ค่าความสอดคล้องที่สังเกตได้
มากกว่าค่าความสอดคล้องที่คาดหวังอย่างมากหรือมากกว่าร้อยละ 90 ขึ้นไป แต่หากให้ผู้ประเมินประเมินได้อย่างเป็นอิสระ 
ซึ่งกันและกันแต่ยังมุ ่งประเมินในสิ่งเดียวกัน ควรให้ค่าความสอดคล้องที่สังเกตได้ใกล้เคียงหรือมากกว่าค่าความสอดคล้อง  
ที่คาดหวังเล็กน้อย หากค่าความสอดคล้องที่สังเกตน้อยกว่าค่าความสอดคล้องที่คาดหวัง แสดงถึงความไม่สอดคล้องของผู้ประเมิน 
ซึ่งเกิดขึ้นได้ทั่วไปในกรณีที่ผู้ประเมินไม่ได้ผ่านการอบรม (Linacre, 2022a) 
 

ตัวอย่างการแปลผลการวิเคราะห์ 
 ตัวอย่างการแปลผลในสถานการณ์ตัวอย่างการประเมินทักษะดนตรีไทย ผู้เขียนจะเน้นการแปลผลในแต่ละฟาเซต  
ซึ่งครอบคลุมการวิเคราะห์คุณสมบัติทางจิตมิติด้วยโมเดลหลายองค์ประกอบ ตัวอย่างผลการวิเคราะห์ แสดงดังต่อไปนี้ 
 

Figure 2   
Example of Wright Map analysis results 
ตัวอย่างผลการวิเคราะห์ Wright Map 
 

 
 
 จาก Figure 2 แสดงผลการวัดของทั้ง 3 ฟาเซตในภาพรวมที่ปรับให้ในมาตรเดยีวกัน โดยคอลัมน์ 1 แสดงค่า Measure 
เปรียบเทียบได้กับไม้บรรทัดเพื่อใช้เทียบแต่ละฟาเซต คอลัมน์ 2 แสดงค่า Measure ของผู้สอบ โดยสัญลักษณ์ * เท่ากับผู้สอบ  
1 คน โดยผู้สอบที่มีความสามารถสูงสุด 2 คน มีค่า Measure ประมาณ 1.4 ส่วนผู้สอบที่มีความสามารถต่ำสุด มีค่า Measure 
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ประมาณ -1.8 คอลัมน์ 3 แสดงค่า Measure ของผู้ประเมิน โดยผู้ประเมินที่มีการกดคะแนนมากที่สุดคือผู ้ประเมินคนที่ 1  
ส่วนผู้ประเมินที่ปล่อยคะแนนมากที่สุดคือผู้ประเมินคนที่ 3 คอลัมน์ที่ 4 แสดงค่า Measure ของข้อรายการประเมิน โดยข้อ
รายการประเมินที่ยากท่ีสุดคือข้อที่ 5 ส่วนข้อรายการประเมินท่ีง่ายที่สุดคือข้อท่ี 1 และ 2 ส่วนคอลัมน์ 5 แสดงค่า Measure ของ
มาตรในเครื่องมือ โดยแสดงค่า Measure ของแต่ละระดับคะแนนในเครื่องมือ 
 
Figure 3   
Sample test taker FASET analysis results 
ตัวอย่างผลการวิเคราะห์ฟาเซตผู้สอบ 
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 จาก Figure 3 แสดงผลการวิเคราะห์ฟาเซตผู้สอบ ซึ่งมีจำนวน 50 คน โดยผู้สอบที่มีค่า Infit-Outfit MS ไม่อยู่ในช่วง
เกณฑ์ที่กำหนดไว้ คือ 0.5-1.5 หมายถึงข้อมูลไม่สอดคล้องกลมกลืนกับโมเดล เช่น ผู้สอบคนที่ 3 (student 3) มีค่า Infit MS  
อยู่ในเกณฑ์คือ 1.18 แต่มีค่า Outfit MS มากกว่าเกณฑ์ คือ 1.78 หมายถึง ผู้สอบคนนี้อาจถูกประเมินด้วยผลการประเมินแบบ
สุดโต่งในบางข้อรายการประเมิน หากพบกรณีผู้สอบที่มีคะแนนไม่สอดคล้องกับโมเดล ผู้วิเคราะห์ควรตรวจสอบความถูกต้องของ 
การกรอกข้อมูลในเบื้องต้น หากพบว่าถูกต้องแล้ว ผู้วิเคราะห์อาจพิจารณาทดลองวิเคราะห์อีกครั้งโดยตัดผู้สอบที่ไม่สอดคล้องกับ
โมเดลออก จากนั้นตรวจสอบว่าค่าสถิติที ่ต้องการจะศึกษาในฟาเซตอื่น ๆ ยังอยู่ในเกณฑ์ที่ยอมรับได้ของผู้วิเคราะห์หรือไม่  
โดยการวิเคราะห์สามารถทำได้ทั้ง 2 แนวทาง คือ การวิเคราะห์โดยใช้ผู้สอบทั้งหมด หรือตัดผู้สอบที่ไม่สอดคล้องกับโมเดลออก 
(Linacre, 2010) ฟ า เ ซตผ ู ้ ส อบมี ด ั ชนี  Separation แล ะด ั ชนี  Reliability of Separation ผ ่ า น เ กณฑ ์ ท ี ่ ก ำหนด ไ ว้   
(Sep. Index > 2.0, Rel. Index > 0.8) สามารถแปลผลได้ว่าผู้สอบมีระดับความสามารถประมาณ 3 กลุ่ม (Sep. Index = 2.68) 
และมีความเที่ยงที่แสดงว่าผู้สอบมีความสามารถแตกต่างกันมากพอในการยืนยันความตรงเชิงโครงสร้าง  (Rel. Index = 0.88) 
Fixed Chi-square มีนัยสำคัญทางสถิติ แสดงว่าผู้สอบมีความสามารถแตกต่างกัน ส่วน Random Chi-square ไม่มีนัยสำคัญ
แสดงว่าตัวอย่างผู้สอบมีความสามารถใกล้เคียงกับการสุ่มมาจากประชากร  
 
Figure 4 
Example of evaluator FASET analysis results 
ตัวอย่างผลการวิเคราะห์ฟาเซตผูป้ระเมิน 
 

 
 

 จาก Figure 4 แสดงผลการวิเคราะห์ฟาเซตผู้ประเมิน ซึ่งมีจำนวน 3 คน โดยผู้ประเมินคนที่ 1 มีผลการวิเคราะห์ 
ความสอดคล้องกลมกลืนกับโมเดลที่ไม่ผ่านเกณฑ์ โดยมีค่า Infit MS เท่ากับ 1.31 และมีค่า Outfit MS เท่ากับ 2.07 ซึ่งมากกว่า
เกณฑ์ที่กำหนดไว้ในช่วง 0.5-1.5 หากพบความสอดคล้องกับโมเดลของผู้ประเมิน ผู้วิเคราะห์ควรตรวจสอบความถูกต้องของ 
การกรอกข้อมูลในเบื้องต้น ทั้งนี้การนำเอาผลการประเมินของผู้ประเมินคนที่ไม่สอดคล้องออกจากการวิเคราะห์ อาจทำให้ข้อมูล 
ไม่เชื่อมต่อกัน ซึ่งจะส่งผลกระทบต่อการแปลผลการวิเคราะห์ได้ (Linacre, 2022b) ดัชนี Separation และดัชนี Reliability of 
Separation แสดงถ ึงความแตกต ่างของการกดหร ือปล ่อยคะแนนของผู ้ประเม ินท ั ้ ง 3 คน Rasch Rater Agreement  
แสดงความไม่สอดคล้องของผลการประเมินของผู้ประเมินแต่ละคน โดยมีค่า Rasch Rater Agreement ที่สังเกตได้น้อยกว่าค่าที่
คาดหวัง ค่า Point-Measure Correlation (PtMea) มีค่าเป็นบวกทั้งหมด แสดงว่าผู้ประเมินประเมินทักษะไปในทิศทางเดียวกัน 
Fixed Chi-square มีนัยสำคัญทางสถิติ แสดงว่าผู้ประเมินประเมินโดยกดหรือปล่อยคะแนนต่างกัน ส่วน Random Chi-square 
ไม่มีนัยสำคัญแสดงว่าตัวอย่างผู้ประเมินประเมินโดยกดหรือปล่อยคะแนนใกล้เคียงกับการสุ่มมาจากประชากร 
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Figure 5  
Example of FASET analysis results of assessment items 
ตัวอย่างผลการวิเคราะห์ฟาเซตข้อรายการประเมิน 
 

 
 

 จาก Figure 5 แสดงผลการวิเคราะห์ฟาเซตข้อรายการประเมิน ซึ่งมีจำนวน 5 ข้อ โดยข้อรายการประเมินที่ 5 เป็นข้อ
ที่ยากที่สุด (ผลการวัด = 1.13) และเป็นข้อที่มีผลการวิเคราะห์ความสอดคล้องกลมกลืนไม่ผ่านเกณฑ์ (Outfit MS = 2.06)  
ซึ่งหมายถึง ผลการประเมินด้วยข้อรายการประเมินนี้อาจมีคะแนนแบบสุดโต่ง หากพบความไม่สอดคล้องของข้อรายการประเมิน  
ผู้วิเคราะห์สามารถนำข้อดังกล่าวออกจากการวิเคราะห์ได้ อย่างไรก็ตาม ควรพิจารณาว่าหากนำข้อดังกล่าวออกจากเครื่องมือแล้ว 
ข้อรายการประเมินที่เหลืออยู่ควรเป็นตัวแทนที่ดีและครอบคลุมทักษะดนตรีที่ต้องการประเมิน (Bohlig et al., 1998) ฟาเซตข้อ
รายการประเมินมีดชัน ีSeparation และดัชน ีReliability of Separation ผ่านเกณฑ์ที่กำหนดไว้ (Sep. Index > 3.0, Rel. Index 
> 0.9) แสดงถึงข้อรายการประเมินมีความยากแตกต่างกันมากพอที่จะจำแนกความสามารถของผู้สอบได้ ค่า Point-Measure 
Correlation (PtMea) มีค่าเป็นบวกทั้งหมด แสดงว่าข้อรายการประเมินทุกข้อมุ่งประเมินในทักษะเดียวกัน Fixed Chi-square  
มีนัยสำคัญทางสถิติ แสดงว่าข้อรายการประเมินมีความยากแตกต่างกัน 
 

บทสรุป (Conclusion) 
 โมเดลหลายองค์ประกอบของราสช์ เป็นโมเดลที่มีประโยชน์สำหรับการวัดประเมินผลทางการศึกษา โดยเฉพาะการวัด
ประเมินผลที่มีฟาเซตที่เกี่ยวข้องมากกว่า 2 ฟาเซตขึ้นไป ซึ่งพบทั่วไปในการวัดและประเมินผลภาคปฏิบัติ การประเมินทักษะ หรือ
การประเมินสมรรถนะ ซึ่งโมเดลสามารถให้สารสนเทศของคุณสมบัติทางจิตมิติ ได้อย่างครบถ้วน และให้สารสนเทศของแต่ละ 
ฟาเซตในโมเดลสำหรับการตรวจสอบและพัฒนาการประเมิน เช่น สามารถตรวจสอบความผิดปกติของผลการประเมินที่เกิดขึ้นกับ
ผู้สอบที่มีคะแนนไม่สอดคล้องกับโมเดล โดยอาจเกิดจากการกรอกข้อมูล หรืออาจเกิดจากผลการประเมินของผู้ประเมินที่ประเมิน
โดยมีการกดหรือปล่อยคะแนนต่างกัน สามารถออกแบบหรือพัฒนารูปแบบการอบรมผู้ประเมินบางท่านเพิ ่มเติมจากผล 
การวิเคราะห์ที่พบว่าผู้ประเมินยังประเมินได้ไม่สอดคล้องกับโมเดล เนื่องจากมีผลการประเมินที่สุดโต่ง หรือสามารถปรับปรุงข้อ
รายการประเมินที่ผลการวิเคราะห์พบว่าไม่สอดคล้องกับโมเดล โดยพิจารณาปรับปรุงจากผลการวิเคราะห์ค่า Infit-Outfit MS  
ที่สามารถบอกลักษณะของการใช้ข้อรายการประเมินนี้ได้ ซึ่งบทความนี้ได้นำเสนอแนวคิดของโมเดลหลายองค์ประกอบของราสช์ 
การเขียนคำสั่งสำหรับการวิเคราะห์โมเดลหลายองค์ประกอบด้วยโปรแกรม Facets ค่าสถิติที่สำคัญสำหรับการวิเคราะห์โมเดล
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หลายองค์ประกอบของราสช์ และตัวอย่างการแปลผลการวิเคราะห์ เพื่อให้ผู้อ่านนำไปปรับใช้ในการวิเคราะห์ด้วยโมเดลได้อย่าง
เหมาะสม 
 อย่างไรก็ตาม นอกจากค่าสถิติที่นำเสนอในบทความนี้ ยังมีค่าสถิติอื ่นๆ ที่น่าสนใจ เช่น ค่าสถิติสำหรับแนวทาง 
การปรับปรุงประสิทธิผลของระดับคะแนน (Linacre, 2002a) ซึ่งใช้สำหรับพัฒนาระดับคะแนนของเครื่องมือแบบตรวจให้คะแนน 
2 ค่าให้มีประสิทธิผลมากขึ้น รวมถึงค่าสถิติที่ใช้สำหรับการคำนวณค่าสถิติสำคัญนำเสนอในบทความนี้ เช่น True SD, RMSE หรือ
ค่า Fair Average ที่ใช้ในการศึกษาผลการวัดของผู้สอบหลังการขจัดความลำเอียงที่เกิดขึ้น ซึ่งโมเดลหลายองค์ประกอบได้ให้
สารสนเทศเอาไว้สำหรับศึกษาต่อไป 
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