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บทคัดย่อ 

การวิจัยในครั้งนี้ มีความมุ่งหมายเพื่อพัฒนาวิธีการประมาณค่าข้อมูลสูญหาย 
โดยการถ่วงน้้าหนักด้วยวิธีการแทนค่าแบบสองทางและตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง 
(IWTWAR (1)) และศึกษาประสิทธิภาพของการประมาณค่าข้อมูลสูญหายโดยเปรียบเทียบ
กับการประมาณค่าข้อมูลสูญหายแบบเดิมโดยใช้จ้าลองข้อมูล ขอบเขตของการวิจัยใช้จ้านวน 

การวัดซ้้า 3 คร้ัง และ 6 คร้ัง ขนาดของตัวอย่าง แบ่งเป็น 10, 20 และ 50 และร้อยละของ
ข้อมูลสูญหายแบ่งเป็น ร้อยละ 5, 10, 15 และร้อยละ 20 พิจารณาประสิทธิภาพของวิธีการ
ประมาณค่าข้อมูลสูญหาย โดยใช้เกณฑ์ค่าเฉลี่ยก้าลังสองของความคลาดเคลื่อน (MSE)  
ผลการศึกษาพบว่า การประมาณค่าข้อมูลสูญหายโดยการถ่วงน้้าหนักด้วยวิธีการแทนค่า 
แบบสองทางและตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง มีประสิทธิภาพสูงสุด ในกรณีที่มี
จ้านวนการวัดซ้้า 6 ครั้ง คะแนนพัฒนาการมีอัตราพัฒนาการเท่ากับ 0.5 และ 2.5 ขนาด
ตัวอย่างเท่ากับ 10 หน่วย และ 20 หน่วย มีข้อมูลสูญหายร้อยละ 5, 10, 15 และร้อยละ 
20 ทั้งในกรณีที่คะแนนพัฒนาการเป็นเส้นตรงและไม่เป็นเส้นตรง โดยวิธีการที่ผู้วิจัยพัฒนา
ขึน้มีประสิทธิภาพแตกต่างอย่างมีนยัส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธีการประมาณ
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ค่าข้อมูลสูญหายด้วยตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง (AR (1)) และวิธีการประมาณค่า
ข้อมูลสูญหายโดยใช้ค่าเฉลี่ย (MI) และในกรณีที่มีจ้านวนการวัดซ้้า 3 ครั้ง การประมาณค่า
ข้อมูลสูญหายด้วยตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง จะมีประสิทธิภาพสูงสุดทุกกรณี 
 

ค้าส้าคัญ: การประมาณค่าข้อมูลสูญหาย, การวัดช้้า, ออโตรีเกรสซีฟ 
 
Abstract 

This research aimed to develop a method estimate a missing data for 
repetition by two-way imputation and First-Order autoregressive model (IWTWAR 
(1)) and to compare the efficiency of estimation of missing data by comparing 
the estimation of missing data by using the traditional method. The scope of 
the study was a number of repeat measurements divided into 3 and 6 times. 
The size of the sample was divided into 10, 20 and 50 and the number of 
percent of missing data was divided into 5, 10, 15 and 20 percent. The researcher 
considered the efficiency of the missing data estimating method by using mean 
squared error (MSE). The result showed that the estimating of missing data by 
two-way imputation and the first-order autoregressive model for the most 
effective if repetition 6 times. Considering the developmental scores in a Linear 
Growth Model and the developmental scores were equal to 0.5 and 2.5. When 
the sample sizes were equal 10 and 20 units, missing data were 5, 10, 15 and 20 
percent, in case a linear and non-linear score. The researcher developed the 
efficient estimating methods varying with different methods in the case of 
developmental point’s equal 0.5 and were significantly different from the 
missing data estimating method with the First-Order of autoregressive model 
(AR (1)) and using missing data estimating methods by mean substitution (MI). 
The case repetitions 3 times estimating missing data with the First-Order of the 
autoregressive model showed the highest efficiency in all cases.  

 

Keywords: Missing data, Repeated Measurements, Autoregressive 
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บทน้า 
ในการวิจัยระยะยาวปัญหาที่นักวิจัยพบคือ ปัญหาการข้อมูลสูญหาย(Dropout) 

ของตัวอย่าง ข้อมูลสูญหาย (Missing data) หมายถึง การขาดหายไปของตัวแปรที่สนใจ 
หรือค่าสังเกตที่ต้องการทราบค่าแต่ไม่สามารถทราบค่าได้ โดยทั่วไปข้อมูลสูญหายจะขัดขวาง
ความสามารถในการอธิบายและท้าความเข้าใจกับปรากฏการณ์ที่ศึกษา ซึ่งอาจเกิดจากผู้ตอบ
แบบสอบถามปฏิเสธที่จะตอบค้าถามบางข้อหรือผู้ตอบแบบสอบถามไม่มีข้อมูลเกี่ยวกับ
ค้าถามนั้น (Allison, 2012: 1145) ส้าหรับข้อมูลสูญหายที่ เกิดขึ้นกับการวัดซ้้าในทาง
การศึกษา อาจเกิดจากนักเรียนย้ายโรงเรียนในระหว่างที่ด้าเนินการทดลอง ผลกระทบที่เกิด
จากการสูญหายของข้อมูลจะส่งผลอย่างมีนัยส้าคัญต่อผลการวิเคราะห์ข้อมูล โดยส่งผล
กระทบกับค่าพารามิเตอร์ของประชากร ซึ่ง DeSilvio (2009: 5698-A) กล่าวว่า เมื่อมีข้อมูล
สูญหายเกิดขึ้นค่าสถิติที่ใช้วัดแนวโน้มเข้าสู่ส่วนกลางจะมีความเอนเอียงที่อาจสูงขึ้นหรือต่้าลง 
การแทนที่ของข้อมูลสูญหายด้วยค่าทดแทนที่เหมาะสมจะลดความเอนเอียงได้ ถ้าการ
วิเคราะห์ข้อมูลนั้นจ้าเป็นต้องใช้วิธีวิเคราะห์แบบหลายตัวแปร (Multivariate Data) อาทิ 
การวิเคราะห์ข้อมูลจากการวิจัยที่มีการวัดซ้้า การสูญหายของข้อมูลจะยิ่งมีผลกระทบที่
รุนแรงมากขึ้น (Heeringa. 2000; Roth. 1994: 537-560 อ้างถึงใน จ้าลอง วงษ์ประเสริฐ, 
2554 : 2) ดังที่ Lynette and Jorgensen (2003: 429) ซึ่งกล่าวว่าข้อมูลสูญหายจะพบบ่อยใน
การศึกษา ข้อมูลหลายตัวแปร โดยเฉพาะการวัดซ้้าที่มีการวัดตัวแปรในหลายช่วงเวลาท้าให้
ตัวอย่างที่ใช้ในการเก็บรวบรวมข้อมูลได้รับความเสียหายและไม่สามารถอธิบายปรากฏการณ์
ที่ต้องการศึกษาได้ เมื่อเกิดข้อมูลสูญหายเมตริกซ์ข้อมูลจะไม่สมบูรณ์ และส่งผลกระทบต่อ
การวิเคราะห์ข้อมูล ซึ่งถ้าแก้ไขปัญหาข้อมูลสูญหายโดยการตัดตัวอย่างที่มีข้อมูลสูญหาย
ออกไปและ Cismondi and Other (2013: 63) กล่าวว่า การสูญเสียจ้านวนตัวอย่างและ
สูญเสียสารสนเทศของข้อมูลที่สูญหายอย่างมีนัยส้าคัญอาจมีผลต่อประสิทธิภาพการท้างาน
ของการสร้างแบบจ้าลอง ทั้งนี้การวิเคราะห์ หลายตัวแปรนั้นหากตัวแปรบางตัวหรือหลายตัว
มีปัญหา จะส่งผลไปยังตัวแปรอ่ืนและท้าให้ ผลการวิเคราะห์มีปัญหาด้วย 

นักวิชาการได้พัฒนาวิธีการในการจัดการกับข้อมูลสูญหายโดยการหาค่าที่เหมาะสม
ในการหาค่าทดแทนข้อมูลสูญหาย ซึ่งในงานวิจัยนี้ผู้วิจัยจะเรียกวิธีการจัดการข้อมูลสูญหาย
ว่า “การประมาณค่าข้อมูลสูญหาย”เช่น การแทนค่าข้อมูลสูญหาย ด้วยค่าเฉลี่ย (Mean 
substitution) ซึ่งเป็นวิธีที่ง่ายที่สุดแต่การแก้ไขปัญหาด้วยแนวทางนี้จะท้าให้ค่าประมาณ
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ของข้อมูลสูญหายนั้นไม่เที่ยงตรง (Little and Rubin, 2002: 205) การประมาณค่าข้อมูล
สูญหายโดยวิธีการถดถอย (Regression approach) ซึ่งเป็นวิธีการที่อาศัยข้อมูลในเมทริกซ์
ข้อมูลซึ่งจะมีความยุ่งยากซับซ้อนขึ้นหรือการประมาณค่าข้อมูลสูญหายด้วยวิธีการวนซ้้า 
(Expectation maximization approach: EM) แต่ข้อเสียของวิธีการประมาณค่าข้อมูลสูญ
หายด้วยสองวิธีหลังสุดนี้มีข้อเสียคือค่อนข้างยุ่งยากในการท้าความเข้าใจ(Rencher and 

Christensen, 2012: 83) ผู้วิจัยจึงพยายามศึกษาวิธีการประมาณค่าข้อมูลสูญหายด้วยวิธีอื่น 

ซึ่งวิธีการที่น่าสนใจคือ การประมาณค่าข้อมูล สูญหายด้วยวิธีการแทนค่าแบบสองทางด้วย
ความคลาดเคลื่อนแบบการแจกแจงแบบปกติ (Two-way imputation with normally 
distributed errors: TW-E) (Bernaards and Sijtsma, 2000: 321-364) โ ด ย ที่ แ น ว คิ ด
พื้นฐานของการประมาณค่าข้อมูลสูญหายด้วยวิธีนี้พิจารณาค่าเฉลี่ยแบบสองทางคล้ายกับ
การวิเคราะห์ความแปรปรวน มีข้อดีคืออาศัยความเรียบง่ายในการวิเคราะห์ข้อมูลและอาศัย
แนวคิดของการหาค่าเฉลี่ยของแต่ละคนและการวัดซ้้า (Ginkel, 2007: 4013-4027) แนวคิด
นี้เป็นการประมาณค่าข้อมูลสูญหายที่อาศัยความเรียบง่ายและมีความคลาดเคลื่อนน้อย 
(Schafer and Schenker, 2000: 144-154) หากพิจารณาแนวคิดและวัตถุประสงค์ของ
การศึกษาที่มีการวัดซ้้า พบว่ามีแนวคิดคล้ายกับการวิเคราะห์อนุกรมเวลาซึ่งพิจารณา
พฤติกรรมในอดีตของตัวแปรที่ศึกษาเพื่ออธิบายพฤติกรรมในอนาคตของตัวแปร ทั้งนี้การ
วิเคราะห์อนุกรมเวลาโดยใช้ตัวแบบ Box-jenkis พิจารณาสหสัมพันธ์ในตนเองของชุดข้อมูล
รูปแบบของสมการพยากรณ์จะถูกก้าหนดขึ้นมาเอง ตามลักษณะของสหสัมพันธ์ในตนเอง
และสหสัมพันธ์ในตนเองส่วนย่อยของข้อมูลชุดนั้น (สุพรรณี อึ้งปัญสัตวงศ์, 2555: 125) ตัว
แบบที่ง่ายและพิจารณาข้อมูลย้อนหลังที่ใกล้กับเวลาที่พยากรณ์มากที่สุด นั่นคือ ตัวแบบออ
โตรีเกรสซีฟอันดับที่หนึ่ง (AR (1)) ซึ่งเป็นตัวแบบที่ค่าปัจจุบันขึ้นอยู่กับค่าในอดีต 1 หน่วย
เวลาย้อนหลังและความคลาดเคลื่อนสุ่มในปัจจุบัน (วิชิต หล่อจีระชุณหุกุล และคณะ, 2539: 
163) ดังนั้นการพยากรณ์โดยใช้ตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่งจึงได้รับความนิยม (วรา
ฤทธิ์ พานิชกิจโกศลกุล, 2554: 2)  

จากการศึกษาเอกสารและงานวิจัยที่เกี่ยวข้องทั้งในประเทศและต่างประเทศพบว่า
เทคนิคในการประมาณค่าข้อมูลสูญหายแต่ละวิธีนั้น ไม่สามารถใช้ประมาณค่าข้อมูลสูญหาย
ได้ทุกรูปแบบ วิธีในการประมาณค่าข้อมูลสูญหายจะมีลักษณะเฉพาะในการวิเคราะห์ และใช้
กับลักษณะของข้อมูลที่แตกต่างกัน จุดประสงค์หลักของการประมาณค่าข้อมูลสูญหายทุกวิธี
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คือการได้มาซึ่งค่าประมาณที่ดีที่สุดส่วนจะเลือกใช้วิธีใดในการประมาณค่านั้นขึ้นอยู่กับความ
แม่นย้า ความถูกต้อง ความสมบูรณ์และความคลาดเคลื่อนของการประมาณค่า หากน้า
ค่าประมาณเดี่ยวจากแต่ละวิธีมาพิจารณาร่วมกันโดยหาตัวถ่วงน้้าหนักที่เหมาะสมส้าหรับแต่
ละวิธีซึ่งค่าประมาณใหม่ที่ได้นั้นจะให้ความคลาดเคลื่อนต่้าสุด เรียกค่าประมาณนั้นว่า 
ค่าประมาณร่วม (Combined estimates) (เสาวณิต สุขภารังษ, 2546: 61) ซึ่งการประมาณ
ค่าสิ่งที่ส้าคัญที่ต้องค้านึงถึงคือ ค่าประมาณที่ได้ต้องเป็นค่าประมาณที่ไม่เอนเอียงและมีความ
แปรปรวนต่้าสุด ซึ่งอาจพิจารณาจากการประมาณค่าร่วม โดยการน้าวิธีประมาณค่าที่
แตกต่างกันที่มีความเหมาะสมมาท้าการประมาณค่าร่วมกันโดยอาศัยวิธีการทางสถิติ (จ้าลอง 
วงษ์ประเสริฐ, 2554: 38)  

จากแนวคิดข้างต้น ผู้วิจัยจึงมีความสนใจที่จะพัฒนาวิธีการประมาณค่าข้อมูลสูญหาย
ส้าหรับการวัดซ้้า โดยอาศัยการประมาณค่าร่วมแบบถ่วงน้้าหนักระหว่างการประมาณค่า
ข้อมูลสูญหายด้วยวิธีการแทนค่าแบบสองทางด้วยความคลาดเคลื่อนแบบการแจกแจงแบบ
ปกต ิ(TW-E) และการประมาณค่าข้อมูลสูญหายโดยการวิเคราะห์อนุกรมเวลาโดยใช้ตัวแบบ
ออโตรีเกรสซีฟอันดับที่หนึ่ง (AR(1)) ซึ่งต่อไปนี้จะเรียกวิธีการประมาณค่าข้อมูลสูญหาย
ส้าหรับการวัดซ้้าที่พัฒนาขึ้นนี้ว่าการประมาณค่าข้อมูลสูญหายโดยการถ่วงน้้าหนักด้วยการ
ประมาณค่าข้อมูลสูญหายด้วยวิธีการแทนค่าแบบสองทางและตัวแบบออโตรีเกรสซีฟอันดับ 
ที่ หนึ่ ง  (Weighted Two-way imputation Method and First-Order Autoregressive 
Model: IWTWAR(1))  
 
วัตถุประสงค์การวิจัย 

1. เพื่อพัฒนาวิธีการประมาณค่าข้อมูลสูญหายส้าหรับการวัดซ้้าด้วยวิธีการแทนค่า
แบบสองทางและตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง 

2.เพื่อศึกษาประสิทธิภาพของการประมาณค่าข้อมูลสูญหายโดยเปรียบเทียบกับการ
ประมาณค่าข้อมูลสูญหายแบบเดิมโดยใช้จ้าลองข้อมูล 
 
วิธีด้าเนินการวิจัย 

การวิจัยในครั้งนี้เป็นการพัฒนาวิธีการประมาณค่าข้อมูลสูญหายส้าหรับการวัดซ้้า 
จากการศึกษาเอกสารและงานวิจัยที่เก่ียวข้อง มีรายละเอียดดังนี้ 
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1. ประชากรและกลุ่มตัวอย่าง 
การจ้าลองข้อมูลใช้โมเดลของการวัดคะแนนพัฒนาการทางการศึกษาโดยอาศัย

แนวคิดโมเดลโค้งพัฒนาการที่มีตัวแปรแฝง (Latent growth curve model) ทั้งแบบเชิงเส้น
และไม่ใช่เชิงเส้น ส้าหรับวิธีการประมาณค่าข้อมูลสูญหายที่น้ามาเปรียบเทียบประกอบด้วย 

การประมาณค่าข้อมูลสูญหายโดยใช้ค่าเฉลี่ย (MI) การประมาณค่าข้อมูลสูญหายด้วยวิธีการ
แทนค่าแบบสองทาง (TW-E) และการประมาณค่าข้อมูลสูญหายโดยใช้ตัวแบบออโตรีเกรสซีฟ
อันดับที่หนึ่ง (AR (1)) 

2. เครื่องมือที่ใช้ในการวิจัย 
การศึกษาประสิทธิภาพของวิธีการประมาณค่าข้อมูลสูญหายใช้ข้อมูลจากการจ้าลอง

ข้อมูลด้วยเทคนิคมอนติคาร์โล ซิมูเลชั่นโดยใช้โปรแกรมส้าเร็จรูป(โปรแกรม Mplus) ในการ
จ้าลองข้อมูล   

3. การเก็บรวบรวมข้อมูล 
ผู้วิจัยท้าการวิเคราะห์ตัวแบบของการวิเคราะห์ข้อมูลระยะยาว และโมเดลของการ

วัดคะแนนพัฒนาการทางการศึกษา และแนวคิดเกี่ยวกับการประมาณค่าข้อมูลสูญหาย  
จากการศึกษาเอกสารและงานวิจัยที่เกี่ยวข้อง พบว่าวิธีการประมาณค่าข้อมูลสูญหาย 
มีข้อจ้ากัดในการเลือกใช้วิธีการประมาณค่าข้อมูลสูญหาย การเลือกใช้วิธีการประมาณค่า
ข้อมูลสูญหายด้วยวิธีการใดวิธีการหนึ่งอาจจะให้ค่าประมาณที่ไม่เหมาะสม และหากสามารถ
ใช้วิธีการประมาณค่าข้อมูลสูญหายร่วมกันสองวิธีที่เหมาะสมกับข้อมูลในลักษณะที่ต้องการ
วิเคราะหจ์ะท้าให้ค่าประมาณที่ได้มีความแม่นย้าสูงและมีคลาดเคลื่อนต่้า (เสาวณิต สุขภารังสี, 
2546: 61) โดยที่เรียกค่าประมาณที่ได้จากการประมาณค่า แต่ละวิธีว่า ค่าประมาณแบบ
เดี่ยว (Individual estimates) และเมื่อน้าค่าประมาณเดี่ยวจากแต่ละวิธีมาพิจารณาร่วมกัน
โดยหาตัวถ่วงน้้าหนักที่เหมาะสมส้าหรับแต่ละวิธีซึ่งค่าประมาณใหม่ที่ได้นั้นจะให้ความ
คลาดเคลื่อนต่้าสุด เรียกค่าประมาณนั้นว่า ค่าประมาณร่วม (Combined estimates)  
โดยข้อดีของการประมาณค่าข้อมูลสูญหายด้วยวิธีการถ่วงน้้าหนักคือ ไม่ต้องใช้สมมติฐานใด 

ๆ เก่ียวกับ )X,YY(f i

o

i

M

i
โดยท้าการปรับการวิเคราะห์โดยใช้น้้าหนักของข้อมูลที่สังเกตได้ 

(Garrett and James, 2011: 526) แนวทางในการพัฒนาวิธีการประมาณค่าข้อมูลสูญหาย
นั้นผู้วิจัยจะพิจารณาจากการประมาณค่าข้อมูลสูญหายโดยการถ่วงน้้าหนักของวิธีการ
ประมาณค่าข้อมูลสูญหาย 2 วิธี ดังนี้ 
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3.1 การประมาณค่าข้อมูลสูญหายด้วยวิธีการแทนค่าแบบสองทางด้วยความ
คลาดเคลื่อนแบบการแจกแจงแบบปกติ (Two-way imputation with normally distributed 
errors: TW-E) ซึ่งค่าประมาณข้อมูลสูญหายที่ได้จากวิธี TW-E จะพิจารณาข้อมูลทั้งอิทธิพล
ของหน่วยตัวอย่างอื่นของช่วงเวลาที่ท้าการประมาณค่าและอิทธิพลจ้านวนการวัดซ้้า ใช้ตัวแปร
ที่มีอยู่ในการอธิบายลักษณะของข้อมูลที่สูญหาย และค่าประมาณข้อมูลสูญหายได้จากตัว
สถิติที่ เป็นตัวสถิติที่มีความแกร่งและเป็นตัวประมาณไม่เอนเอียงค่าเฉลี่ยประชากร 
(Bernaards and Sijtsma, 2000: 321-364) 

3.2 การประมาณค่าข้อมูลสูญหายโดยใช้ตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง 
(First-Order Autoregressive Model: AR (1)) ทั้งนี้ เนื่องจากการวัดซ้้าตัวแปรที่สนใจ
ศึกษาเพื่อพิจารณาการเปลี่ยนแปลงของปรากฏการณ์ต่างๆ ตามช่วงเวลาที่เปลี่ยนแปลงไป  

มีแนวคิดคล้ายกับการวิเคราะห์อนุกรมเวลาซึ่งมีแนวคิดพื้นฐานในการอธิบายปรากฏการณ์
ของตัวแปร โดยอาศัยพฤติกรรมในอดีตของตัวแปรที่ศึกษาว่าควรจะเพียงพอที่จะอธิบาย
พฤติกรรมในอนาคตของตัวแปรได้ (วิชิต หล่อจีระชุณหุกุล และ จิราวัลย์ จิตรถเวช, 2548: 1) 
ตัวแบบออโตรีเกรสซีฟแทนค่าปัจจุบันของอนุกรมเวลาในเทอมของความแปรปรวนปัจจุบัน
และในอดีต โดยตัวแบบที่ง่ายและพิจารณาข้อมูลย้อนหลังที่ใกล้กับเวลาที่พยากรณ์มากที่สุด 

นั่นคือตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่งเป็นปฏิบัติ (วิชิต หล่อจีระชุณหุกุล และคณะ, 
2539: 163) กระบวนการ Autoregressive ที่ง่ายที่สุดและมีความส้าคัญในทาง เป็นตัวแบบ
ที่ค่าปัจจุบันขึ้นอยู่กับค่าในอดีต 1 หน่วยเวลาย้อนหลังและความคลาดเคลื่อนสุ่มในปัจจุบัน 

ทั้งนี้ผู้วิจัยเลือกตัวแบบ ตัวแบบออโตรีเกรสซีฟอันดับที่หนึ่ง (AR (1)) เนื่องจากการวัดซ้้า 
ทางการศึกษานั้น จ้านวนของการวัดซ้้าจะไม่มากและมีโอกาสที่จะเกิดข้อมูลสูญหายในช่วง
ต้นของการศึกษาได้ เช่น ช่วงเวลาที่ 2 หรือ 3 หากใช้ตัวแบบอัตสหสัมพันธ์ในอันดับที่ 2 
หรือมากกว่าจะท้าให้ไม่สอดคล้องกับบริบทของการเก็บรวบรวมข้อมูลทางการศึกษา ในการ
วิจัยครั้งนี้ใช้วิธีการประมาณค่าพารามิเตอร์คือวิธีก้าลังสองน้อยที่สุดซึ่งเป็น การประมาณ
ค่าพารามิเตอร์ที่ท้าให้ผลรวมค่าก้าลังสองของความคลาดเคลื่อนภายใต้พารามิเตอร์ของตัว
แบบมีค่าต่้าที่สุด และท้าให้ค่าพยากรณ์ที่ได้จากการวิเคราะห์ มีความคลาดเคลื่อนต่้า  
(So and Shin, 1999: 65-73) 
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4. การวิเคราะห์ข้อมูล 
การศึกษาประสิทธิภาพของวิธีการประมาณค่าข้อมูลสูญหายส้าหรับ การวัดซ้้ามี

รายละเอียดการด้าเนินการดังนี้   
4.1 การก้าหนดเงื่อนไขส้าหรับการจ้าลองข้อมูลโดยอาศัยเทคนิคมอนติคาร์โล             

ซิมูเลชั่น ซึ่งผู้วิจัยใช้โปรแกรมส้าเร็จรูปในการจ้าลองข้อมูล โดยอาศัยแนวคิดโมเดลโค้ง
พัฒนาการที่มีตัวแปรแฝง โดยมีเงื่อนไขในการจ้าลองสถานการณ์ ดังนี้ 

4.1.1 ลักษณะของข้อมูลสูญหาย ก้าหนดให้มีลักษณะการสูญหายของข้อมูล
แบบ Missing completely at random (MCAR)  

4.1.2 จ้านวนการวัดซ้้า แบ่งเป็น 3 คร้ัง และ 6 คร้ัง 
4.1.3 ร้อยละของข้อมูลสูญหาย คือ ร้อยละ 5, 10, 15 และ 20   
4.1.4 รูปแบบของการเปลี่ยนแปลงคะแนนพัฒนาการ 2 แบบ คือ คะแนน

พัฒนาการทางการศึกษาที่เป็นเส้นตรง และการเปลี่ยนแปลงคะแนนพัฒนาการทางการศึกษา
ที่ไม่ใช่เส้นตรง แบ่งออกเป็น 2 กรณี คือ 

4.1.4.1 กรณีที่การเปลี่ยนแปลงคะแนนพัฒนาการของผู้เรียนเป็น
เส้นตรง (Linear Growth Model: LIN Model) จะแบ่งออกเป็น 2 กรณี คือ 

1) กรณีจ้านวนวัดซ้้า 3 ครั้ง ก้าหนดสัมประสิทธิ์พื้นฐานในโมเดล
การวัด (B) เท่ากับ 0, 1 และ 2  

2) กรณีจ้านวนวัดซ้้า 6 ครั้ง ก้าหนดสัมประสิทธิ์พื้นฐาน ในโมเดล
การวัด (B) เท่ากับ 0, 0.5, 1.0, 1.5, 2.0 และ 2.5  

4.1.4.2 กรณีที่การเปลี่ยนแปลงคะแนนพัฒนาการของผู้เรียนไม่ใช่
เส้นตรง (Fixed Curve Parameter Growth Model: FIC Model) แบ่งออกเป็น 2 กรณี คือ 

1) กรณีจ้านวนวัดซ้้า 3 ครั้ง ก้าหนดสัมประสิทธิ์พื้นฐานในโมเดล
การวัด (B) เท่ากับ 0, 1 และ 2.5 

2) กรณีจ้านวนวัดซ้้า 6 ครั้ง ก้าหนดสัมประสิทธิ์พื้นฐานในโมเดล
การวัด (B) เท่ากับ 0, 0.15, 0.60, 1.50, 1.80 และ 2.5 

4.1.5 ตัวแปรแฝงระดับคะแนนในการวัดครั้งแรก แบ่งเป็น 3 ระดับ คือ 20 
คะแนน 40 คะแนน และ 80 คะแนน  
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4.1.6 ตัวแปรแฝงความชันหรืออัตราพัฒนาการ แบ่งเป็น 2 ระดับ คือ 0.5 
และ 2.5 (Hertzog, 2008; John & Kristen, 2010; David & Shannon, 2011) 

4.1.7 จ้านวนหน่วยตัวอย่างในแต่ละสถานการณ์ การจ้าลองข้อมูลในแต่ละ
สถานการณ์ใช้จ้านวนหน่วยตัวอย่าง 1,000 หน่วย  

4.2 สถิติที่ใช้ในการเปรียบเทียบประสิทธิภาพของข้อมูลสูญหายจะค้านวณ
ค่าเฉลี่ยก้าลังสองของความคลาดเคลื่อน (Mean squared error: MSE)   

4.3 เปรียบเทียบประสิทธิภาพของวิธีการประมาณค่าข้อมูลสูญหายทั้ง 4 วิธี 
ด้วยการวิเคราะห์ความแปรปรวนทางเดียว (One Way ANOVA) และเปรียบเทียบค่าเฉลี่ย
รายคู่ด้วยวิธีของ Tukey’s Method) เพื่อตรวจสอบว่าวิธีการประมาณค่าข้อมูลสูญหาย
วิธีการใดบ้างที่แตกต่างกันอย่างมีนัยส้าคัญทางสถิติกับวิธีการประมาณค่าข้อมูลสูญหายที่มี
ประสิทธิภาพสูงสุดในแต่ละเงื่อนไขของการวิจัย 

 
สรุปผลการวิจัย 

1. ผลการพฒันาวิธีการประมาณค่าข้อมูลสูญหาย 
จากการพิจารณาแนวคิดในการประมาณค่าข้อมูลสูญหายด้วยวิธี TW-E และ AR(1) 

ผู้วิจัยจะน้ามาพัฒนาเพื่อน้าเสนอวิธีการประมาณค่าข้อมูลสูญหายโดยการถ่วงน้้าหนักด้วย
การประมาณค่าข้อมูลสูญหายด้วย IWTWAR (1) โดยพิจารณาข้อมูลที่มีการวัดซ้้า ให้ ijY

แทนผลที่ได้จากการวัดตัวแปรส้าหรับคนที่ i  ที่เวลา j โดยที่ i = 1, 2, ..., n  และ j =1, 

2, ..., r  โดยก้าหนดให้ nt1n y,...y,y
2n

 เป็นค่าที่สังเกตได้ของคนที่ n  ส่วนค่า 1nty   เป็น
ค่าข้อมูลสูญหายที่ต้องประมาณค่า มีขั้นตอนดังนี้ 

ขั้นตอนที่ 1 การประมาณค่าข้อมูลสูญหายด้วย TW-E ดังนี้ 
1) กรณีที่มีข้อมูลสูญหาย ต้าแหน่ง 1nty  จากข้อมูลที่สมบูรณ์ของคนที่ n  นั่นคือ

nt2n1n y,...,y,y  น้ามาหาค่าเฉลี่ยของคะแนนของคนที่ n  (อิทธิพลของจ้านวนการวัดซ้้า) 
ดังนี้ 

1r

Y

y

r

1j

ij

i







  
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2) จากข้อมูลที่สมบูรณ์ในซ้้าที่ t  นั่นคือ ntt2t1 y,...y,y น้ามาหาค่า jy  เป็น
ค่าเฉลี่ย ณ เวลาที่ t  หรือซ้้าที่ t  นั่นเอง (อิทธิพลของคนในการวัดซ้้า ณ เวลา t ) ดังนี้ 

 

1n

Y

y

n

1i

ij

j








 
 

3) จากข้อมูลที่สมบูรณ์ 1nt1211 y,...y,y   น้ามาหาค่า 
y  ซึ่งเป็นค่าเฉลี่ยรวมดงันี้ 

 

)1r)(1n(

Y

y

1n

1i

1r

1j

ij













  

 

4) ประมาณค่าข้อมูลสูญหายส้าหรับคะแนนที่ขาดหายไปในเซลล์ ( 1t,n  ) ด้วยวิธี 
TW-E ดังนี้ 

  yyyŶ ji1nt
 

   

ก้าหนดให้ 1ntŶ   เป็นค่าประมาณข้อมูลสูญหายที่ได้จากการประมาณค่าด้วยวิธี      

TW-E ต่อไปนี้จะเขียนแทนด้วย ETWŶ   ค่าประมาณข้อมูลสูญหายได้จากตัวสถิติที่เป็นตัว
สถิติที่มีความแกร่ง (Robust) และเป็นตัวประมาณไม่เอนเอียง (Unbias) ของค่าเฉลี่ยของ
ประชากร (Schafer and Schenker, 2000: 105)  

ขั้นตอนที่ 2 ประมาณค่าข้อมูลสูญหายด้วยวิธี AR (1) มีขั้นตอนดังนี้ 
1) ประมาณค่าพารามิเตอร์ด้วยวิธีก้าลังสองน้อยที่สุด (So and Shin, 1999: 65-73) 

ดังนี้ 


















t

2j

2

1nj

t

2j

1njnj

)YY(

)YY)(YY(

ˆ

 
 

2) น้าค่าประมาณค่าพารามิเตอร์ด้วยวิธีก้าลังสองน้อยที่สุดแทนค่าในสมการ
ประมาณค่าข้อมูลสูญหายในหน่วยตัวอย่างคนที่ n  ในเวลาที่ 1t   จะได้สมการประมาณค่า
ดังนี้ 



วารสารมนุษยศาสตร์และสังคมศาสตร์ มหาวิทยาลัยราชภฏัอุดรธานี                                          
UDON THANI RAJABHAT UNIVERSITY JOURNAL OF HUMANITIES AND SOCIAL SCIENCE 

135 

 

ปีที่ 8 ฉบับที ่2 กรกฎาคม – ธันวาคม 2562 |  Vol.8 No.2 July – December 2019 

)YY(ˆYŶ nt1nt   
 

โดยที่  1ntŶ   แทนค่าพยากรณ์ของข้อมูล ณ เวลาที่ 1t   

 ̂  แทนค่าพารามิเตอร์ของตัวแบบ 

 ntY  แทนค่าที่สังเกตได้ ณ เวลา t  

 Y  แทนค่าเฉลี่ยของข้อมูลที่สมบูรณ์ของคนที่ n  

จะได้ค่าประมาณของข้อมูลสูญหายด้วยวิธีการวิเคราะห์อนุกรมต่อไปนี้ผู้วิจัย 
จะเขียนแทนด้วย 

)1(ARŶ  
ขั้นตอนที่ 3 น้าค่าประมาณของข้อมูลสูญหายในขึ้นตอนที่ 1 และขั้นตอนที่ 2  

มาถ่วงน้้าหนักเพื่อให้ค่าประมาณที่ได้มีความแปรปรวนต่้าสุด   
 

)1(ARkETWk)1(IWTWAR ŷ)w1(ŷwŷ    
 

เมื่อ kw เป็นค่าถ่วงน้้าหนักระหว่าง ETWŷ   และ )1(ARŷ
 โดยที่ 1w0 k    

น้าค่า 
)1(IWTWAR

ŷ  แทนข้อมูลสูญหาย จากนั้นน้าค่าแทนข้อมูลสูญหายที่ได้จาก

ขั้นตอนที่ 3 รวมเข้ากับข้อมูลที่สมบูรณ์ ท้าซ้้าขั้นตอนที่ 1 ถึง 3 จนครบทุกค่าของข้อมูล 
 
2. ผลการเปรียบเทียบประสิทธิภาพของวิธีการประมาณค่าข้อมูลสูญหาย 

2.1 กรณีรูปแบบของคะแนนพัฒนาการเป็นเส้นตรงผลการศึกษาพบว่า 
2.1.2 กรณีที่มีจ้านวนการวัดซ้้าเท่ากับ 3 ครั้ง การประมาณค่าข้อมูลสูญ

หายด้วยวิธี AR (1) จะมีประสิทธิภาพสูงสุด รองลงมาคือ วิธี IWTWAR (1) และประสิทธิภาพ
ของวิธี AR (1) แตกต่างอย่างมีนัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธีการประมาณ
ค่าข้อมูลสูญหายหายด้วยวิธีการประมาณค่าแบบอื่น   

2.1.2 กรณีที่มีจ้านวนการวัดซ้้าเท่ากับ 6 ครั้ง ผลการศึกษาพบว่า เมื่อคะแนน
พัฒนาการมีอัตราพัฒนาการเท่ากับ 0.5 การประมาณค่าข้อมูลสูญหายด้วยวิธี IWTWAR (1) 
มีประสิทธิภาพสูงสุด และเมื่อมีหน่วยตัวอย่างขนาด 10 หน่วย จะมีประสิทธิภาพแตกต่าง
อย่างมีนัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธี AR (1) และวิธี MI และเมื่อมีขนาด
ตัวอย่างเท่ากับ 20 หน่วยและ 50 หน่วย วิธี IWTWAR(1) จะมีประสิทธิภาพแตกต่างอย่างมี
นัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธี TW-E และวิธี MI และเมื่อคะแนนพัฒนาการ
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มีอัตราพัฒนาการเท่ากับ 2.5 ขนาดตัวอย่างจ้านวน 10 หน่วย วิธี IWTWAR(1) มีประสิทธิภาพ
สูงสุดและมีประสิทธิภาพแตกต่างอย่างมีนัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธีอื่น 

เมื่อขนาดตัวอย่างจ้านวน 20 หน่วย และ 50 หน่วย วิธี AR(1) มีประสิทธิภาพสูงสุดและมี
ประสิทธิภาพแตกต่างอย่างมีนัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับ IWTWAR (1)  

2.2 กรณีรูปแบบของคะแนนพัฒนาการไม่เป็นเส้นตรง ผลการศึกษาพบว่า 
2.2.1 กรณีที่มีจ้านวนการวัดซ้้าเท่ากับ 3 คร้ัง การประมาณค่าด้วยวิธี TW-E 

และวิธี AR (1) จะมีประสิทธิภาพสูงสุด และมีประสิทธิภาพแตกต่างอย่างมีนัยส้าคัญทางสถิติ
ที่ระดับนัยส้าคัญ .05 กับวิธีอื่น 

2.2.2 กรณีที่มีจ้านวนการวัดซ้้าเท่ากับ 6 ครั้ง ผลการศึกษาพบว่า คะแนน
พัฒนาการมีอัตราพัฒนาการเท่ากับ 0.5 และ 2.5 เมื่อมีขนาดตัวอย่างเท่ากับ 10 หน่วย 
และ 20 หน่วย วิธี IWTWAR (1) มีประสิทธิภาพสูงสุด และมีประสิทธิภาพแตกต่างอย่างมี
นัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธีอื่นเมื่อมีขนาดตัวอย่าง 20 หน่วย และ 50 
หน่วย วิธี IWTWAR (1) มีประสิทธิภาพสูงสุด แต่มีประสิทธิภาพสูงสุดแต่มีประสิทธิภาพไม่
แตกต่างกับวิธีอื่น เมื่อมีคะแนนพัฒนาการมีอัตราพัฒนาการเท่ากับ 2.5 และมีขนาดตัวอย่าง 
10 หน่วย วิธี IWTWAR (1) มีประสิทธิภาพสูงสุด และมีประสิทธิภาพแตกต่างอย่างมี
นัยส้าคัญทางสถิติที่ระดับนัยส้าคัญ .05 กับวิธีแต่เมื่อมีขนาดตัวอย่างเท่ากับ 50 หน่วย วิธี 
TW-E และวิธี AR (1))จะมีประสิทธิภาพสูงสุดแต่มีประสิทธิภาพไม่แตกต่างกับวิธีอื่น 

หมายเหตุ : รายละเอียดของผลการวิเคราะห์เชิงสถิติให้ดูในเล่มดุษฎีนิพนธ์
มหาวิทยาลัยมหาสารคาม ชื่อเรื่องการพัฒนาวิธีการประมาณค่าข้อมูลสูญหายส้าหรับการวัดซ้้า 
 
อภิปรายผล 

1. วิธีการประมาณค่าข้อมูลสูญหายที่ผู้วิจัยพัฒนาขึ้นมีประสิทธิภาพสูงสุดเมื่อ
จ้านวนการวัดซ้้าเท่ากับ 6 ครั้ง ขนาดตัวอย่างเท่ากับ 10 หน่วย และ 20 หน่วย มีประสิทธิภาพ
แตกต่างกับวิธีการประมาณค่าวิธีอื่น เนื่องจากการพัฒนาวิธีการประมาณค่าที่ผู้วิจัยพัฒนาขึ้น
อาศัยแนวคิดของตัวแบบของการวิเคราะห์ข้อมูลระยะยาว และโมเดลของการวัดคะแนน
พัฒนาการทางการศึกษา โดยนักวิจัยและนักวัดผลมีความพยายามที่จะประมาณค่าตัวแปรตาม 
( ijY ) โดยใช้สารสนเทศที่ได้จากการวัดตัวแปรอิสระ ( ijt ) โดยการประมาณค่าพารามิเตอร์ 
ซึ่งประกอบด้วยจุดตัดของตัวแบบเชิงเส้น และแนวโน้มของตัวแบบเชิงเส้น ซึ่งจุดตัดของตัว
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แบบเชิงเส้นสามารถประมาณค่าได้จากการวิเคราะห์เส้นถดถอยของการวัดซ้้าของแต่ละ
บุคคล และแนวโน้มของตัวแบบเชิงเส้นสามารถประมาณค่าได้จากการวิเคราะห์ตัวแปรร่วม 

(Garrett and James, 2011: 84) ทั้งนี้ในการพัฒนาวิธีการประมาณค่าข้อมูลสูญหาย 
ที่ผู้วิจัยพัฒนาขึ้น อาศัยการพิจารณาข้อมูลทั้งอิทธิพลของตัวอย่างอื่นของช่วงเวลาที่ท้าการ
ประมาณค่าและอิทธิพลจ้านวนการวัดซ้้า ใช้ตัวแปรที่มีอยู่ในการอธิบายลักษณะของข้อมูลที่
สูญหายและค่าประมาณข้อมูลสูญหายได้จากตัวสถิติที่เป็นตัวสถิติที่มีความแกร่งและเป็นตัว
ประมาณไม่เอนเอียงค่าเฉลี่ยประชากร (Bernaards and Sijtsma, 2000: 321-364) ร่วมกับ
การพิจารณาการเปลี่ยนแปลงของปรากฏการณ์ต่างๆ ตามช่วงเวลาที่เปลี่ยนแปลงไปโดย
อาศัยพฤติกรรมในอดีตของตัวแปรที่ศึกษาว่าควรจะเพียงพอที่จะอธิบายพฤติกรรมในอนาคต
ของตัวแปรได้ (วิชิต หล่อจีระชุณหุกุล และจิราวัลย์ จิตรถเวช, 2548: 1) เมื่อมีการถ่วง
น้้าหนักระหว่างวิธีการประมาณค่าสองค่าด้วยกัน และวิธีการประมาณค่านั้นเหมาะสมกับ
ข้อมูลในลักษณะที่ต้องการวิเคราะห์ จะท้าให้ค่าประมาณที่ได้มีความแม่นย้าสูง และมี
คลาดเคลื่อนต่้า (เสาวณิต สุขภารังสี, 2546: 61) ด้วยสาเหตุข้างต้น ท้าให้วิธีการประมาณค่า
ข้อมูลสูญหายที่ผู้วิจัยพัฒนาขึ้น มีประสิทธิภาพสูงในกรณีที่มีจ้านวนการวัดซ้้า 6 ครั้ง และ
จ้านวนตัวอย่างน้อย เนื่องจาก ทั้งนี้เมื่อขนาดของตัวอย่างมีจ้านวนเพิ่มขึ้น วิธี IWTWAR (1) 
ที่ผู้วิจัยพัฒนาขึ้นมีประสิทธิภาพลดลง ทั้งนี้เนื่องจากแนวคิดในการพัฒนาวิธีการประมาณค่า 
ผู้วิจัยได้น้าเอาวิธีการประมาณค่าแบบ TW-E มาถ่วงน้้าหนักร่วมกับการประมาณค่าข้อมูล
สูญหายด้วยวิธี AR(1) ซึ่งแนวคิดของวิธี TW-E ให้ผลลัพธ์ที่ เที่ยงตรงในการวิเคราะห์
สัมประสิทธิ์อัลฟาของครอนบาค ค่าเฉลี่ยก้าลังสองในการวิเคราะห์ความแปรปรวนแต่มีความ
เอนเอียง (Bias) ในการทดสอบคะแนนเฉลี่ย การวิเคราะห์ค่าน้้าหนักปัจจัย (Factor loadings) 
การวิเคราะห์องค์ประกอบหลัก (Components analysis) แต่วิธี TW-E จะส่งผลให้มีส่วน
เบี่ยงเบนมาตรฐานมากกว่าข้อมูลที่สมบูรณ์เดิมเล็กน้อยและก่อให้เกิดผลลัพธ์ที่มีความ
ล้าเอียงมากข้ึนโดยเฉพาะในกรณีที่ร้อยละของข้อมูลสูญหายมีจ้านวนมาก และขนาดตัวอย่าง
จ้านวนเพิ่มขึ้นเนื่องจากสัดส่วนการเพิ่มของส่วนเบี่ยงเบนมาตรฐาน (Ginkel, 2007: 4013-
4027) ดังนั้นจึงเป็นเหตุให้วิธีที่ผู้วิจัยพัฒนาขึ้น (IWTWAR (1)) มีประสิทธิภาพสูงสุดในบางกรณี
โดยเฉพาะในกรณีที่มีร้อยละของข้อมูลสูญหายน้อย  เช่น ร้อยละ 5 และร้อยละ 10  
ซึ่งสอดคล้องกับผลการศึกษาของ จ้าลอง วงษ์ประเสริฐ (2554: 304-320) ได้ศึกษาการ
พัฒนาวิธีการประมาณข้อมูลสูญหายโดยการถ่วงน้้าหนักแบบวนซ้้าด้วยวิธีของแจ็คไนฟ์และ
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การวิเคราะห์การถดถอย (ไอดับบลิวเจอาร์) ซึ่งพบว่าการประมาณค่ามีประสิทธิภาพสูงที่สุด
ในบางเงื่อนไขของการศึกษา 

2. วิธีการประมาณค่า AR (1) มีประสิทธิภาพสูงสุดเมื่อมีจ้านวนการวัดซ้้า 3 ครั้ง 
และกรณีที่ขนาดตัวอย่าง 50 หน่วย เนื่องจากมีแนวคิดพื้นฐานในการอธิบายปรากฏการณ์
ของตัวแปร โดยอาศัยพฤติกรรมในอดีตของตัวแปรที่ศึกษาว่าควรจะเพียงพอที่จะอธิบาย
พฤติกรรมในอนาคตของตัวแปรได้ (วิชิต หล่อจีระชุณหุกุล และจิราวัลย์ จิตรถเวช, 2548: 1) 
ซึ่งวิธี AR (1) จะประมาณค่าข้อมูลสูญหายโดยแทนค่าปัจจุบันของการวัดในเทอมของความ
แปรปรวนปัจจุบันและในอดีต โดยตัวแบบที่ง่ายและพิจารณาข้อมูลย้อนหลังที่ใกล้กับเวลา 
ที่ประมาณค่าข้อมูลสูญหายมากที่สุดคือตัวแบบ AR (1) เป็นกระบวนการ Autoregressive 
ที่ง่าย (วิชิต หล่อจีระชุณหุกุล และคณะ, 2539: 163) โดยที่ผู้วิจัยใช้วิธีการประมาณค่า 
พารามิเตอร์คือ วิธีก้าลังสองน้อยที่สุด ซึ่งเป็นการประมาณค่าพารามิเตอร์ที่ท้าให้ผลรวม 
ค่าก้าลังสองของความคลาดเคลื่อนภายใต้พารามิเตอร์ของตัวแบบมีค่าต่้าที่สุดและท้าให้  
ค่าพยากรณ์ที่ได้จากการวิเคราะห์มีความคลาดเคลื่อนต่้า (So and Shin, 1999: 65-73) วิธี 
MI และวิธี TW-E ไม่พบว่ามีประสิทธิภาพสูงสุดในทุกเงื่อนไข ทั้งนี้เนื่องจากเมื่อเทียบกับวิธีการ
ประมาณค่าทั้ง 4 วิธี MI และ TW-E ใช้สารสนเทศน้อยที่สุดในการประมาณค่าข้อมูลสูญหายเมื่อ
เทียบกับ IWTWAR (1) และ AR (1) 
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