
ปีที่ 3 ฉบับที่ 2 (กรกฎาคม - ธันวาคม 2563)  I  195

	 ประเด็นท่ีผมจะอภิปราย/ถกเถียงในท่ีน้ีอาจไม่ใช่วิวาทะหรือข้อโต้แย้ง
ทางมานุษยวิทยาล่าสุด หรือได้รับความสนใจอย่างล้นหลามในหมู่นักวิชาการ/
นักเรียนมานุษยวิทยา แต่ผมคิดว่ามีความสำ�คัญอย่างย่ิง เพราะเป็นการต้ัง
คำ�ถามเชิงสังคมต่อความคิด ทัศนคติและพฤติกรรมของมนุษย์ อันเป็นผลพวง
ของแต่ละวัฒนธรรม นอกจากน้ี ยังเก่ียวข้องกับหน่ึงในประเด็นใหญ่ท่ีศูนย์
มานุษยวิทยาสิรินธรเคยให้ความสนใจ กล่าวคือผมจะกล่าวถึงการศึกษา/วิจัย
และข้อถกเถียงเร่ืองพาหนะไร้คนขับ (self-driving vehicles) ปัญญาประดิษฐ์ 
(Artificial Intelligence หรือเรียกส้ัน ๆ  ว่า AI – เอไอ ซ่ึงจะใช้เรียกต่อไปเพ่ือ
ความกระชับ) และอคติของมนุษย์ท่ีเกิดข้ึนจากการอบรม/เรียนรู้ทางสังคมผ่าน
ขบวนการทางวัฒนธรรม ซ่ึงในด้านหน่ึง แสดงให้เห็นว่าในการขับข่ีพาหนะ 
มนุษย์อาจกระทำ�การท่ีมีอคติแฝงอยู่ต่อคนบางกลุ่ม ซ่ึงเก่ียวข้องกับเร่ืองสีผิว 
ชาติพันธ์ุ เพศ อายุ ฯลฯ แม้เป็นการกระทำ�ท่ีอาจมิได้เกิดข้ึนอย่างจงใจหรือมี
เจตนาก็ตาม แต่อาจก่อให้เกิดอันตรายต่อกลุ่มคนดังกล่าวได้ นอกจากน้ี ยัง
สะท้อนให้เห็นว่าส่ิงท่ีเรียกว่า “วัฒนธรรม” มีปัญหา และอาจเป็นอุปสรรคต่อ
พัฒนาการของมนุษย์ในการมีชีวิตอยู่ร่วมกัน ท่ามกลางความแตกต่าง/หลาก
หลาย อย่างปลอดภัย สันติสุขและเท่าเทียมกัน
	 ในการประชุมวิชาการประจำ�ปีด้านมานุษยวิทยาและสังคมวิทยา คร้ัง
ท่ี 1 ในหัวข้อเร่ือง “เช่ือม ข้าม เผชิญหน้า ณ จุดตัด” เม่ือวันท่ี 24-25 สิงหาคม 
2561 ซ่ึงมีศูนย์มานุษยวิทยาสิรินธร (องค์การมหาชน) เป็นเจ้าภาพ หน่ึงใน
การอภิปรายกลุ่มย่อยท่ีผมสนใจมากคือหัวข้อท่ีเก่ียวกับปัญญาประดิษฐ์ ผู้ร่วม
เสวนากล่าวถึงรายละเอียดต่าง ๆ ในหัวข้อน้ี ซ่ึงบางเร่ืองผมไม่มีความรู้เลย มี
การพาดพิงถึงหลายประเด็น รวมถึง “กฎ 3 ข้อของหุ่นยนต์” (Three Laws 
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of Robotics) ท่ี Isaac Asimov นักเขียนและศาสตราจารย์ผู้โด่งดังเคยบัญญัติ
ไว้เม่ือกว่าเจ็ดสิบปีท่ีแล้ว ผู้ร่วมเสวนาท่านหน่ึงให้ความเห็นว่ากฎท้ังสามน้ีล้า
สมัยไปเสียแล้ว เหตุผลหน่ึงก็คือความรู้ ความเข้าใจและเทคโนโลยีด้านหุ่นยนต์
ของเรามีความล้ำ�หน้าอย่างมาก ความเห็นของผู้ร่วมเสวนาคนน้ีดูไม่แตกต่าง
นักจากข้อถกเถียงท่ีพบในเว็บไซด์บางแห่ง ท่ีระบุว่าเทคโนโลยีด้านหุ่นยนต์ได้
พัฒนาอย่างไม่หยุดย้ังและมีความก้าวหน้าอย่างย่ิง ควบคู่ไปกับการพัฒนาด้าน
เอไอและการเรียนรู้ของสมองกล (Machine Learning) กับซอฟต์แวร์ต่าง ๆ 
ท่ีจำ�เป็นต่อการดำ�เนินชีวิตประจำ�วัน การพัฒนาเหล่าน้ีนำ�ไปสู่การประดิษฐ์
หุ่นยนต์ประเภทต่าง ๆ  ซ่ึงทำ�ให้ปฏิสัมพันธ์ระหว่างมนุษย์-หุ่นยนต์เพ่ิมข้ึนอย่าง
มีนัยสำ�คัญ และเน่ืองจากเกิดประดิษฐกรรมหุ่นยนต์สารพันประเภทและลักษณะ
เพ่ือวัตถุประสงค์ต่าง ๆ เราคงต้องพิจารณาทบทวนกฎ 3 ข้อของหุ่นยนต์อีก
คร้ัง1 ตัวอย่างเช่น หุ่นยนต์หรืออุปกรณ์ท่ีประดิษฐ์เพ่ือการทหารและการทำ�ศึก
สงคราม ซ่ึงอาจทำ�ให้เกิดปัญหากับกฎข้อท่ี 1 กล่าวคือวัตถุประสงค์ทางการ
ทหารมุ่งหมายท่ีจะปกป้องชีวิตของทหารและพลเรือน แต่ก็อาจก่อให้เกิด
อันตรายต่อฝ่ายศัตรูในสนามรบได้ นอกจากน้ี ปัญหาใหญ่ท่ีเก่ียวกับกฎสาม
ข้อน้ีอยู่ท่ีเป้าหมายของการทำ�วิจัยเร่ืองเอไอมุ่งหมายท่ีจะพัฒนาให้มันสามารถ
คิดและกระทำ�อย่างสมเหตุสมผลและเหมือนมนุษย์ (think and act rationally 
and like a human) ทว่า ในการทำ�วิจัยเร่ืองเอไอน้ัน การศึกษาเก่ียวกับการ
เลียนแบบพฤติกรรมมนุษย์ยังมีไม่เพียงพอ การพัฒนาในด้านพฤติกรรมท่ีสม
เหตุสมผลจึงจำ�กัดอยู่ในวงแคบ ๆ เท่าน้ัน (Anderson, 2017)
	 ผมคิดว่าประเด็นน้ีมีความสำ�คัญอย่างย่ิง เพราะเราจะแน่ใจได้อย่างไร
ว่า “ความคิดและกระทำ�ของมนุษย์มีความสมเหตุสมผล?” หากยังพิสูจน์ไม่ได้
หรือไม่ชัดเจน/กระจ่างว่าความคิดและกระทำ�ของมนุษย์สมเหตุสมผล เราจะ
สร้างให้เอไอมีความคิดและกระทำ�ท่ีสมเหตุสมผลได้อย่างไร? การต้ังคำ�ถามดัง
กล่าว ซ่ึงนำ�ไปสู่ข้อถกเถียงเก่ียวกับความคิด ทัศนคติและพฤติกรรมของมนุษย์
เป็นผลมาจากรายงานบางส่วนท่ีเก่ียวข้องกับการศึกษา/งานวิจัยเร่ืองยาน
พาหนะขับเคล่ือนได้เอง (self-driving vehicles) อันเป็นความพยายามใน
การนำ�เอไอมาแทนท่ีมนุษย์ในการควบคุมยานพาหนะ
	 มีรายงานว่าความคิดเร่ืองยานพาหนะขับเคล่ือนได้เองเร่ิมปรากฏข้ึน
ในงาน Futurama หรือ New York World’s Fair ท่ีจัดข้ึนในปี 1939 โดยมี 
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General Motors Corporation (GM) เป็นสปอนเซอร์ นักออกแบบอุตสาหกรรม
ชาวอเมริกันนาม Norman Bel Geddes ได้แสดงประดิษฐกรรมต้นแบบของ
เขา เป็นยานพาหนะใช้พลังงานไฟฟ้าท่ีบังคับด้วยคล่ืนวิทยุแม่เหล็กไฟฟ้า2 ใน
ปัจจุบัน ยานพาหนะขับเคล่ือนได้เองมีพัฒนาการท่ีค่อนข้างซับซ้อน ความน่า
สนใจประการหน่ึงคือการประยุกต์ใช้แนวคิดและวิธีการศึกษาเชิงมานุษยวิทยา
ในการทำ�วิจัยในด้านน้ี เช่น กรณีท่ีนิสสัน หน่ึงในบริษัทผลิตรถยนต์ท่ีย่ิงใหญ่
ของญ่ีปุ่น ได้ว่าจ้างนักมานุษยวิทยานาม Melissa Cefkin เป็นนักวิจัยหลัก
ของ Human Centered Systems ท่ีเป็นส่วนหน่ึงของ Nissan Research 
Center, Silicon Valley ในการศึกษา/วิจัยเก่ียวกับพาหนะท่ีขับเคล่ือนได้เอง
อย่างอิสระ3 
	 Cefkin เคยทำ�งานร่วมกับบรรษัทธุรกิจใหญ่ ๆ หลายแห่งและเร่ิม
ทำ�งานให้นิสสันในเดือนมีนาคม 2015 เธอสนใจว่ามนุษย์มีปฏิสัมพันธ์อย่างไร
กับรถยนต์ และระบบขับเคล่ือนได้เองอย่างอิสระ (autonomous systems) 
จะตีความพฤติกรรมของมนุษย์อย่างไร ทีมงานของเธอจึงเร่ิมด้วยการวิเคราะห์
ปฏิสัมพันธ์ระหว่างคนขับรถยนต์บนถนน และระหว่างรถยนต์กับคนเดินเท้า 
(pedestrians) คนข่ีจักรยาน (cyclists) และสภาพแวดล้อมบนถนน ด้วยความ
หวังว่าจะใช้ข้อมูลเหล่าน้ีสอนให้รถยนต์ขับเคล่ือนได้เองปฏิบัติเย่ียงคนขับ
รถยนต์ท่ีดี หน่ึงในบริเวณท่ีเธอเน้นความสำ�คัญคือส่ีแยก ซ่ึงเธอสังเกตว่าเป็น
บริเวณท่ีคนขับรถยนต์ คนข่ีจักรยานและคนเดินเท้าจะสบสายตากัน (eye 
contact) เพ่ือแสดงเจตจำ�นงของตนต่อผู้อ่ืน ซ่ึงรถยนต์ขับเคล่ือนได้เองไม่
สามารถทำ�ได้ เธอจึงคิดว่ารถยนต์ขับเคล่ือนได้เองในอนาคตจะใช้แสงเพ่ือ
ส่ือสารกับคนเดินเท้า หรือต่อพฤติกรรมอ่ืน ๆ4 (Edelstein, 2016)
	 เราอาจคิดว่าความพยายามของนักมานุษยวิทยาอย่าง Cefkin ฟังสม
เหตุสมผล น่ันคือเร่ิมต้นด้วยการศึกษาปฏิสัมพันธ์ระหว่างผู้คนกลุ่มต่าง ๆ  บน
ถนนและต่อสภาพแวดล้อม เพ่ือทำ�ความเข้าใจเก่ียวกับพฤติกรรมของมนุษย์
ในการขับข่ีรถยนต์ ทว่า พฤติกรรม อันเป็นผลพวงของความคิด ทัศนคติและ
โลกทัศน์ของมนุษย์ ดูซับซ้อนและมีแนวโน้มท่ีจะขัดแย้งกัน ดูได้จากการศึกษา
และงานวิจัยหลายช้ิน เช่น จากการสำ�รวจด้วยการใช้คำ�ถามออนไลน์ท่ีใช้ช่ือ
ว่า “Moral Machine” ของสถาบัน MIT ในปี 2016 เพ่ือทดสอบแนวการ
ตัดสินใจเชิงจริยธรรม (ethical decisions) ของผู้ตอบคำ�ถาม (ซ่ึงมีลักษณะ
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คล้ายกับการทดสอบท่ีเรียกว่า “Trolley Problem”5) ด้วยการสมมติว่าจะ
เกิดอุบัติเหตุรถชนข้ึน และให้ยูสเซอร์หรือผู้ใช้คอมพิวเตอร์ (user) ตอบคำ�ถาม
เพ่ือทดสอบปัจจัย 9 ประการท่ีเก่ียวข้องกับอุบัติเหตุ เช่น ถ้าต้องเลือก ผู้ตอบ
คำ�ถามเลือกท่ีจะชนผู้ชายหรือผู้หญิง คนหมู่มากหรือคนหมู่น้อย คนอายุน้อยหรือ
คนชรา คนเดินเท้าหรือคนท่ีไม่ข้ามถนนตรงท่ีให้ข้าม (jaywalkers) คนท่ีมี
สถานภาพทางสังคมต่ำ�หรือสูง เป็นต้น
	 มียูสเซอร์จำ�นวน 40 ล้านคนจาก 233 ประเทศตอบคำ�ถามแนวการ
ตัดสินใจเชิงจริยธรรม จากข้อมูลท้ังหมดผู้ศึกษาได้สรุปว่าผู้ตอบคำ�ถามเลือกท่ี
จะรักษาชีวิตมนุษย์มากกว่าสัตว์ ของคนหมู่มากมากกว่าคนหมู่น้อย เด็กมากกว่า
ผู้ใหญ่ และเสนอว่าผู้วางแผนนโยบายควรนำ�ปัจจัยเหล่าน้ีไปใช้พิจารณาประกอบ
การออกกฎหมายสำ�หรับรถยนต์ขับเคล่ือนได้เอง แต่ก็ให้ความเห็นว่าข้อมูลท่ี
ได้เหล่าน้ีแสดงถึงจริยศาสตร์เชิงบรรยาย (descriptive ethics) ของยูสเซอร์
ท่ีใช้ประกอบในการตัดสินใจ มิใช่การตัดสินใจในแง่ของจริยศาสตร์เชิงบรรทัดฐาน 
(normative ethics) ซ่ึงเป็นเร่ืองท่ีผู้เช่ียวชาญในด้านน้ีควรเป็นผู้ตัดสินช้ีขาด
	 ประเด็นสำ�คัญประการหน่ึงคือการตัดสินใจเชิงจริยธรรมของยูสเซอร์
ผันแปรไปตามความแตกต่างของแต่ละประเทศ ซ่ึงเก่ียวข้องกับปัจจัยหลาย
ประการ เช่น ด้านภูมิศาสตร์ ท่ีมีความแตกต่างระหว่างประเทศในเอเชียและ
ยุโรป หรือด้านวัฒนธรรม ก็มีสังคมท่ีเน้นความเป็นปัจเจกบุคคลและสังคมส่วน
รวม (Vincent, 2018) เช่น คนตอบคำ�ถามท่ีมาจากวัฒนธรรมท่ีเน้นสังคมส่วน
รวม อย่างประเทศจีนและญ่ีปุ่น เลือกท่ีจะรักษาชีวิตคนท่ีมีอายุมากมากกว่า
คนท่ีมีอายุน้อย ซ่ึงอาจเก่ียวข้องกับการท่ีสังคมท้ังสองเน้นการเคารพนับถือผู้
อาวุโส ในขณะท่ีผู้ท่ีมาจากประเทศยากจนท่ีสถาบันทางสังคม-การเมืองมีความ
อ่อนแอก็มีความอดกล้ัน ยอมรับคนท่ีไม่ข้ามถนนตรงท่ีให้ข้ามได้มากกว่า ส่วน
คนท่ีมาจากสังคมท่ีมีความไม่เท่าเทียมทางเศรษฐกิจสูงก็จะเห็นช่องว่างของ
การปฏิบัติต่อคนท่ีมีสถานภาพทางสังคมสูงและต่ำ�ท่ีต่างกันอย่างย่ิง และมีการ
ต้ังข้อสังเกตว่าผู้ตอบคำ�ถามจำ�นวนมากจากวัฒนธรรมท่ีเน้นเร่ืองปัจเจกบุคคล 
เช่น อังกฤษและสหรัฐอเมริกา เลือกท่ีจะรักษาชีวิตคนหมู่มาก Karen Hao 
(2018) ผู้เขียนบทความแสดงความเห็นว่าน่ีอาจเป็นเพราะสังคมท้ังสองเน้น
ความสำ�คัญของปัจเจกบุคคลก็ได้6 
	 อย่างไรก็ตาม ทีมวิจัยของ MIT ได้ระบุว่าผู้ตอบคำ�ถามส่วนใหญ่เป็น
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ผู้เช่ียวชาญด้านเทคโนโลยี (tech savvy) คอมพิวเตอร์ ดังน้ัน การทดสอบน้ี
อาจมีความคลาดเคล่ือนบ้างก็ได้ (Hao, 2018) นอกจากน้ี ยังพบว่ามีความขัด
แย้งกันเองเชิงจริยธรรม (ethical paradox) ในหมู่ผู้ตอบคำ�ถาม ซ่ึงกล่าวว่า
ต้องการรถยนต์ขับเคล่ือนได้เองท่ีปกป้องคนเดินเท้าแม้ว่าจะทำ�ให้ผู้โดยสารใน
รถเกิดอันตรายก็ตาม แต่ก็ระบุว่าตนจะไม่ซ้ือรถยนต์ขับเคล่ือนได้เองท่ีถูก
โปรแกรมให้ทำ�เช่นน้ัน ข้อสรุปท่ีสำ�คัญอีกสองประการคือผู้ตอบคำ�ถามส่วน
ใหญ่เลือกท่ีจะรักษาชีวิตมนุษย์มากกว่าสัตว์เล้ียง และรักษาชีวิตคนท้ังกลุ่ม
มากกว่าปัจเจกบุคคล คำ�ตอบเหล่าน้ีสอดคล้องกับรายงานและข้อเสนอแนะ
เร่ืองรถยนต์ขับเคล่ือนได้เองท่ีเสนอต่อกรรมาธิการด้านจริยธรรมเก่ียวกับระบบ
การขับเคล่ือนได้เองของประเทศเยอรมัน (German Ethics Commission on 
Automated and Connected Driving) ในปี 2017 (Maxmen, 2018)
	 การศึกษาท่ีน่าสนใจอีกช้ินหน่ึงคืองานวิจัยของ Georgia Institute 
of Technology ท่ีค้นพบว่าระบบตรวจจับ (detection systems) ท่ีใช้ใน
รถยนต์ขับเคล่ือนได้เอง เช่น เซ็นเซอร์และกล้อง จะตรวจจับผู้ท่ีมีผิวโทนสีจาง
หรือขาว (lighter skin tones) ได้ดีกว่าผู้ท่ีมีผิวสีเข้ม/ดำ� ด้วยเหตุน้ี จึงเป็นไป
ได้มากว่ารถยนต์อาจตรวจจับผู้ท่ีมีผิวสีเข้ม/ดำ�ได้ไม่ทันและชนคนกลุ่มน้ี ทีม
วิจัยพบว่าระบบดังกล่าวมีความคลาดเคล่ือนค่อนข้างสูงเม่ือเก่ียวข้องกับ
ประชากรบางกลุ่ม กล่าวคือไร้ความไม่แม่นยำ�ต่อผู้ท่ีมีผิวสีเข้ม/ดำ� แม้ว่าทีม
วิจัยจะทดลองด้วยการเปล่ียนให้เป็นเวลากลางวันหรือก้ันระบบตรวจจับภาพ 
ผลท่ีออกมาก็เหมือนกัน รายงานวิจัยสรุปว่าน่ีเป็นหลักฐานท่ีแสดงว่าปัญหา
ท่ีแท้จริงของระบบคืออคติท่ีแฝงอยู่ (Cuthbertson, 2019)
	 ท้ังหมดน้ีเป็นเพียงบางส่วนของการค้นคว้า/งานวิจัยเก่ียวกับรถยนต์
ขับเคล่ือนได้เอง และแม้ว่าน่ีจะเป็นเพียงจุดเร่ิมต้นของการศึกษาอันยาวนาน
ในอนาคต แต่คงช่วยให้เราได้ตระหนัก/สำ�นึกว่าผู้ขับข่ีรถยนต์ ไม่ว่าจะเป็นคน
ชาติใด เพศอะไร อาศัยอยู่ท่ีไหน อายุเท่าไร นับถือศาสนาอะไร ประกอบอาชีพ
อะไร ก็อาจมีอคติในการตัดสินใจหรือเลือกท่ีจะกระทำ�การใด (และไม่กระทำ�
การใด) เป็นอคติท่ีเป็นผลพวงของการเรียนรู้ผ่านคุณค่า ทัศนคติ โลกทัศน์ 
ความเช่ือของสังคมท่ีตนเกิด เติบโตข้ึนมาและอาศัยอยู่
	 อาจไม่ผิดนักหากผมจะเรียกว่าน่ีคืออคติเชิงสังคม-วัฒนธรรมท่ีเรามิได้
ตระหนักถึงหรือสำ�นึกว่าเรามี ดังน้ัน ในฐานะนักเรียนมานุษยวิทยา ผมคิดว่า
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เราควรพิจารณาเร่ืองน้ีอย่างจริงจัง และต้ังคำ�ถามต่อวัฒนธรรมท่ีเป็นส่วนหน่ึง
ของเรา โดยเฉพาะอย่างย่ิง เม่ือเราต้องตัดสินใจเชิงจริยธรรม ว่าวัฒนธรรมของ
เรามีอคติอะไรบ้าง? ส่งผลต่อการกระทำ�ของเราอย่างไร? และผลลัพธ์ของ
การกระทำ�คืออะไร?
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