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บทคัดย่อ 
พัฒนำกำรของปัญญำประดิษฐ์ (Artificial Intelligence) และ

เทคโนโลยีที่เกี่ยวข้องกับกำรเพิ่มประสิทธิภำพกำรเรียนรู้แก่เคร่ืองจักร 
(Machine Learning) เพื่อให้สำมำรถ คิด และ ตัดสินใจ ประเมิน ให้
คุณค่ำกับสิ่งต่ำง ๆ ได้ด้วยตนเองโดยปรำศจำกมนุษย์ที่อยู่ในฐำนะของ
ผู้ใช้ (User) คอยบงกำร ซึ่งหำกเปรียบกับโลกและวิวัฒนำกำรของมนุษย์
แล้ว Cyber space นั้นเปรียบเสมือนเหมือนดินแดนที่เปี่ยมไปด้วย
ทรัพยำกรข้อมูล และเป็นถิ่นที่อยู่ของผู้อำศัยในปริภูมิไซเบอร์ (Native-
Cyber citizen) อันได้แก่ โปรแกรม ปัญญำประดิษฐ์ หรือกลุ่มก้อนของ
ข้อมูลต่ำง ๆ เป็นต้น เนื่องด้วยปริมำณมหำศำลของข้อมูลนี้เอง Cyber 
space จึงเป็นดินแดนที่เอ้ือให้ผู้อำศัยเหล่ำนี้มีแนวโน้มในกำรที่จะวิวัฒน์
ตนเองหรือแม้กระทั่งถือก ำ เนิดสิ่งใหม่ซึ่งมีศักยภำพในกำรรู้ตื่น 
(Awareness) ถึงตัวตนของตัวเอง โดยไม่อยู่ภำยใต้ควำมควบคุมหรือถูก
สร้ำงขึ้นโดยผู้ใช้ ซึ่งสิ่ง (Entity) นี้เองอำจเรียกได้ว่ำเป็น “สิ่งทรงภูมิ
ปัญญำ (Intellectual entity)” ที่ เกิดขึ้นในทะเลของข้อมูล และอยู่
นอกเหนือกรอบแนวคิดทำงกำยภำพที่กฎหมำยจะเข้ำถึงได้ในปัจจุบัน 

ดั งนั้ น เพื่ อค้ นหำข้ อบ่ งชี้ ว่ ำ  สิ่ งทรงภู มิปัญญำไซ เบอ ร์ 
(Autonomous Cyber intellectual entity) สำมำรถมีสถำนะเป็นผู้ทรงสิทธิ 
หรืออยู่ใต้บังคับแห่งสิทธิได้หรือไม่ จึงต้องท ำกำรศึกษำลักษณะของสิ่ง
ทรงภูมิปัญญำไซเบอร์ ทีเกิดจำกพื้นที่เสมือน (Cyber space) ที่ส่งผลให้ 
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สิ่งทรงภูมิปัญญำไซเบอร์ มีควำมสำมำรถในกำรปฏิสัมพันธ์ด้วยตนเอง
กับมนุษย์ในฐำนะผู้ใช้บนพื้นที่เสมือน อีกทั้งควำมสำมำรถของ สิ่งทรง
ภูมิปัญญำไซเบอร์ ยังเกี่ยวข้องโดยตรงกับควำมสำมำรถทำงสติปัญญำ 
ควำมสำมำรถในกำรเข้ำใจ เรียนรู้ และตัดสินใจด้วยตนเองที่อำจเป็น
ประโยชน์หรือขัดแย้งกับเจตนำรมย์และควำมต้องกำรของมนุษย์ซึ่งเป็นผู้
ทรงสิทธิตำมธรรมชำติก็ได้ อีกทั้งยังศึกษำแนวคิดและลักษณะเฉพำะ
ของสิ่งทรงภูมิปัญญำไซเบอร์ และนิยำมตัวตนของมัน อีกทั้งยังให้
สมมุติฐำนถึงควำมส ำคัญของกำรให้สิทธิตำมกฎหมำยแก่สิ่งทรงภูมิ
ปัญญำไซเบอร์ โดยศึกษำวิเครำะห์จำกปรัชญำและแนวคิดของบุคคล
ธรรมดำ (Natural person) ในฐำนะผู้ทรงสิทธิ รวมไปถึงอภิปรำย
หลักกำรก ำหนดผู้ทรงสิทธิซึ่งไม่ใช่บุคคลธรรมดำ ในกำรยอมรับสถำนะ
ทำงกฎหมำยของสิ่งทรงภูมิปัญญำไซเบอร์ด้วย 

จำกกำรวิเครำะห์สรุปได้ว่ำขอบเขตของสิทธิ หน้ำที่ และควำม
รับผิดของ สิ่งทรงภูมิปัญญำไซเบอร์ ไม่จ ำเป็นต้องอยู่ในรูปแบบเดียวกับ
ขอบเขตของสิทธิและควำมรับผิดของผู้ทรงสิทธิ์ตำมกฎหมำยแบบดั้งเดิม
ก็ได้ ดังนั้น สิ่งทรงภูมิปัญญำไซเบอร์ อำจมีหรือไม่มีสิทธิและควำมรับ
ผิดซึ่งได้รับกำรนิยำมอย่ำงเคร่งครัดโดยผู้ตรำกฎหมำย 
ค าส าคัญ : สิ่งทรงภูมิปัญญำไซเบอร์, สถำนะทำงกฎหมำย, 
ปัญญำประดิษฐ์, ปริภมูิไซเบอร์ 
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Abstract 
The development of Artificial Intelligence (A.I.) and relating 

technologies empowered machines learning capability to think, decide, 
evaluate or valued by themselves without command from their human 
(Users) overlords. Compared to physical world, Cyber space was the 
fertile land full of data resources and the habitat of native Cyber citizens 
including programs, AI or other similar form of entity. By given them 
intelligence, the natives of Cyber space were likely to evolved into 
something entirely out of human control. The “Intellectual entity” 
capable of intelligence born from the vast ocean of data, out of the 
existed traditional paradigm recognition. 

Hence, in order to specify “Autonomous Cyber intellectual 
entity” (aka. ACIE) capability as a rights holder. The study of ACIE 
characteristics as an entity born from cyber space was needed. Those 
natures enable ACIE to interact with humans as users in cyber space. 
Moreover, the ability of ACIE connect directly to intelligence as the 
capacity to think, learn and decide per se. Those action might be benefit 
or conflict with human which was natural persons by law.  The study 
analize concept and unique characteristic of ACIE in attempt of 
defining its existent. In this article, author assumed the significance of 
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giving legal rights to ACIE by reviewing Philosophy and concept of 
Natural person as a rights holder including discussion of the principles 
that give legal rights to non-human entity, in order to find the ground of 
acceptance in ACIE legal status. 

The study concludes the legal rights of ACIE to be different 
from that of natural persons considering its capability and entity. By 
giving ACIE legal status, lawmakers might decide to restrain specific 
rights. 
Keywords: Autonomous Cyber Intellectual Entity, Legal status, 
Artificial intelligence, Cyberspace 
 

1.  บทน า 
หำกกล่ำวถึงวิวัฒนำกำรของชีวิตบนโลก ต่ำงมีมหำสมุทรเป็นดั่ง

มำรดำของทุกสรรพสิ่ง แต่เมื่อคร้ังปฐมกำลนั้น ทะเลปรำศจำกสิ่งที่จะ
เรียกได้ว่ำเป็น “ชีวิต” มีเพียงแต่ “องค์ประกอบของชีวิต” ที่น้ ำได้
แยกสลำยออกมำจำกโลก จนกระทั่ง สิ่งมีชีวิตชนิดแรกบนโลกคือ จุลชีพ 
(microorganisms) นั้นได้ถือก ำเนิดขึ้นบนดำวเครำะห์ดวงนี้ อย่ำงไรก็ดี 
ในปัจจุบันมนุษย์ยังไม่สำมำรถค้นพบได้ว่ำ เมื่อใดที่กำรรวมตัวกันของ
อะตอมที่นิ่งสนิทนั้นจะสำมำรถท ำให้เกิดเกิดกำรเคลื่อนที่ของกลุ่มก้อน
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ไร้ชีวิตขึ้นได้ หรือ กำรที่โมเลกุลชีวภำพจะซับซ้อนเพียงพอในระดับที่ถือ
ได้ว่ำ “มีชีวิต” ได้  

ดังนั้น “จุดเร่ิมต้นของชีวิต” ปัจจุบันจึงยังเป็นควำมพิศวงที่รอ
กำรค้นพบต่อไป  

พื้นที่เสมือนหรือปริภูมิไซเบอร์ (Cyber space) ที่เกิดขึ้นจำก
เครือข่ำยของคอมพิวเตอร์จ ำนวนมหำศำลนั้นเปรียบเสมือนมหำสมุทร
แห่งข้อมูลที่ถูกน ำเข้ำ ประมวลผล และส่งออก กับโลกกำยภำพ (Physical 
world) โดยมี “สิ่ง (Entity)” ต่ำง ๆ อันได้แก่ โปรแกรม ปัญญำประดิษฐ์ 
หรือแม้แต่อวตำรของผู้ใช้ซึ่งเป็นมนุษย์ในโลกกำยภำพ (User Avatar) 
เป็นผู้ขับเคลื่อนกลไกของพื้นที่เสมือนนี้ 

แม้ว่ำพื้นที่ เสมือนจะเป็นถูกสร้ำงขึ้นเพื่อท ำงำนและบรรลุ
เป้ำหมำยที่มนุษย์ก ำหนด แต่ควำมก้ำวหน้ำของเทคโนโลยีในปัจจุบันได้
ท ำให้ “สิ่ง” ที่เคยเป็นเพียงเคร่ืองมือรับค ำสั่ง น ำเข้ำข้อมูล (Input) และ
ส่งออกผลลัพธ์ (Output) ตำมควำมประสงค์ของมนุษย์เหมือนเคร่ืองคิด
เลข ได้พัฒนำกลไกของกำรใช้ “ควำมคิด (Logic)” ที่ซับซ้อน กลำยเป็น 
“สติปัญญำ (Intelligence)” แม้กลไกเช่นว่ำจะถูกริเร่ิม และอยู่บนพื้นฐำน
กำรออกแบบของมนุษย์ในฐำนะโปรแกรมเมอร์ แต่ด้วยกำรผนวก
สติปัญญำ (ซึ่งจะนิยำมต่อไปบทควำมนี้) เข้ำเป็นองค์ประกอบของสิ่ง
เหล่ำนี้แล้ว เมื่อเกิดกำรวิวัฒน์ตนเอง สิ่งเหล่ำนี้ก็ไม่จ ำเป็นต้องอยู่บน
พื้นฐำนของกำรออกแบบดั้งเดิมโดยมนุษย์อีกต่อไป ยกตัวอย่ำงเช่น กรณี
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ปัญญำประดิษฐ์ในโครงกำร FAIR (Facebook AI research) ของ มำร์ค 
ซักเกอร์เบิร์ก พัฒนำภำษำที่ใช้สื่อสำรระหว่ำงกันขึ้นมำด้วยตนเอง ท ำให้
ต้องมีกำรเปลี่ยนแปลงตัวแปรหลำยอย่ำงในกำรทดลอง92 ซึ่งสิ่งใหม่ที่ถือ
ก ำเนิดขึ้นจำกวิวัฒนำกำรนี้  อำจเรียกได้ว่ำ เป็น “สิ่งทรงภูมิปัญญำ 
(Intellectual entity)” และอำจเป็น “ชีวิต” ในรูปแบบอ่ืนนอกเหนือจำก
มนุษย์ สัตว์ หรือพืช ที่เกิดขึ้นในมหำสมุทรของข้อมูลในปริภูมิไซเบอร์ 

ส่วนที ่1 : สถานะทางกฎหมายของปัญญาประดิษฐ์ 
จำกแนวโน้มของควำมก้ำวหน้ำในวิทยำกำรคอมพิวเตอร์ ที่ถูก

น ำมำใช้ในทุกภำคส่วนของสังคมในระดับโลก เกิดกำรผนวกเทคโนโลยี
หลำยสำขำเข้ำด้วยกัน โดยเฉพำะกำรพัฒนำเคร่ืองจักรกลที่สำมำรถ 
รับค ำสั่ง คิด และกระท ำกำรโดยอัตโนมัติ ในรูปแบบของกำรพัฒนำ
เทคโนโลยีหุ่นยนตร์ (Robotics) ยกตัวอย่ำงเช่น โดรน หรือ อำกำศยำน
ไร้คนขับ (Unmanned Aerial Vehicle – UAV) ในกิจกำรทหำร หรือ 
รถยนต์อัจฉริยะไร้คนขับ (Self-driving smart car) หรือหุ่นยนตร์เพื่อให้
ควำมช่วยเหลือผู้สูงอำยุในโรงพยำบำล หลำยประเทศได้เล็งเห็นถึงปัญหำ
ในทำงกฎหมำยที่อำจเกิดขึ้นได้ในอนำคต เนื่องจำกเทคโนโลยีดังกล่ำว

                                                           
92 Jordan Norvad, Facebook AI researcher slams 'irresponsible' reports about smart bot 
experiment, CNBC, 1 August 2017 Retrieved 20 february 2018 from 
https://www.cnbc.com/2017/08/01/facebook-ai-experiment-did-not-end-because-bots-invented-
own-language.html 
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ท ำให้เคร่ืองจักรสำมำรถคิดและกระท ำกำรได้ด้วยตนเอง อีกทั้งยังอยู่บน
พื้นฐำนของระบบอินเตอร์เน็ตซึ่งมีลักษณะไร้พรหมแดนโดยธรรมชำติ 
จึงมีควำมพยำยำมในกำรตีกรอบข้อบังคับในทำงกฎหมำยให้เป็นสำกล 
หนึ่งในผู้ริเร่ิมนั้นคือ สภำยุโรป (European Parliament) 

สภำยุโรปได้ออกร่ำงกฎข้อบังคับที่ เกี่ยวกับหุ่นยนตร์และ
ปัญญำประดิษฐ์โดยให้กรอบเค้ำโครงและวิสัยทัศน์ของสภำยุโรปใน
เร่ืองหุ่นยนตร์และปัญญำประดิษฐ์93 ในขณะที่ตัวข้อเสนอนั้นยังเป็นเพียง
เร่ืองในทำงทฤษฎีและปรัชญำเป็นส่วนใหญ่ แต่เป็นที่น่ำสนใจอย่ำงมำก
ที่หลักเกณฑ์ดังกล่ำวพยำยำมนิยำมปัญญำประดิษฐ์ หรือ A.I. (Artificial 
Intelligence) ในลักษณะของเคร่ืองจักร เป็น “เคร่ืองจักรอัจฉริยะ (Smart 
Autonomous Robots)” ซึ่ง  
- มีศักยภำพในกำรกระท ำกำรโดยอัตโนมัติผ่ำนตัวกลำงกำรรับรู้ 

(sensor) และและแลกเปลี่ยนข้อมูลกับสิ่งแวดล้อมผ่ำนกำร
เชื่ อมต่อซึ่ งกันและกัน ( inter-connectivity)  รวมไปถึงกำร
วิเครำะห์ข้อมูลดังกล่ำว 

- มีศักยภำพในกำรเรียนรู้ผ่ำนประสบกำรณ์และกำรปฏิสัมพันธ์ 

                                                           
93 Committee on Legal Affairs: European Parliament, Draft report with recommendations to 
the Commission on Civil Law Rules on Robotics (2015/2103(INL)), 31 May 2016. Retrieved 
February 5th, 2018 from http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-
//EP//NONSGML%2BCOMPARL%2BPE-582.443%2B01%2BDOC%2BPDF%2BV0//EN. 
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- มีลักษณะทำงกำยภำพ 
- มีศักยภำพในกำรปรับพฤติกรรมและกำรกระท ำให้สอดคล้องกับ

สิ่งแวดล้อมได้94 
  โดยรำยงำนของสภำยุโรปยังได้นิยำมกฎเกณฑ์กว้ำงๆ ไว้หลำย
ประกำร เช่น ข้อบังคับในเร่ืองจรรยำบรรณ, ควำมรับผิด, หลักเกณฑ์ใน
กำรกำรเชื่อมต่อและแลกเปลี่ยนข้อมูล, กำรจัดกำรทำงทรัพย์สินทำง
ปัญญำ, มำตรฐำนควำมปลอดภัยและควำมมั่นคง, กรอบด้ำนกำรศึกษำ
และกำรควบคุมผลกระทบที่จะเกิดกับกำรจ้ำงงำนหำกปัญญำประดิษฐ์
เข้ำมำทดแทน รวมไปถึงกำรประสำนควำมร่วมมือระหว่ำงสถำบันที่เกี่ยว
ช้อง และกำรเฝ้ำระวังข้อผิดพลำดที่อำจเกิดขึ้นได้ 

จำกรำยงำนสรุปได้ว่ำกรอบของกฎเกณฑ์ซึ่งระบุไว้นั้นจ ำเป็น
อย่ำงยิ่งที่ต้องอำศัยควำมร่วมมือจำกรัฐต่ำงๆ ที่จะยอมรับและถือปฏิบัติ

                                                           
94 General principles concerning the development of robotics and artificial intelligence for 
civil use  

1. Calls on the Commission to propose a common European definition of smart 
autonomous robots and their subcategories by taking into consideration the 
following characteristics of a smart robot:  
o acquires autonomy through sensors and/or by exchanging data with its 
environment (inter-connectivity) and trades and analyses data  
o is self-learning (optional criterion)  
o has a physical support  
o adapts its behaviours and actions to its environment; 
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อยู่ภำยใต้หลัก เกณฑ์ เดียวกัน เนื่องจำกวิทยำกำรที่ เกี่ ยวข้องกับ
ปัญญำประดิษฐ์นั้นมีลักษณะข้ำมพรหมแดนโดยธรรมชำติ (ผ่ำน Internet 
หรือ Cyberspace) โดยเสนอแนะให้มีหลักเกณฑ์ร่วมกันในกลุ่มประเทศ
สมำชิกสหภำพยุโรป โดยรำยงำนมุ่งเน้นกำรให้ควำมส ำคัญอย่ำงเร่งด่วน
ในเร่ืองยำนพำหณะไร้คนขับ, กำรสำธำรณสุข และ โดรน  

แน่นอนว่ำกำรบังคับใช้หลักเกณฑ์ดังกล่ำวจ ำเป็นต้องมีกำร
ยอมรับจำกนำนำประเทศ อย่ำงไรก็ดี แต่ละประเทศอำจมีกำรเปิดกว้ำง
และยืดหยุ่นในกำรพัฒนำวิทยำกำรด้ำนปัญญำประดิษฐ์ที่แตกต่ำงกัน
โดยเฉพำะในเร่ืองของนิยำมและข้อก ำหนดในกำรจ ำกัดควำมเป็นอิสระ
ของปัญญำประดิษฐ์นั้น ๆ  

ปัญหำทำงกฎหมำยที่เกิดจำกปัญญำประดิษฐ์ 
  1. ปัญหำควำมรับผิด  

ปัญหำควำมรับผิดตำมกฎหมำยเป็นปัญหำแรกที่ เกิดขึ้นเมื่อ
กล่ำวถึงเคร่ืองจักรอัจฉริยะที่สำมำรถคิดและตัดสินใจกระท ำกำรหรือไม่
ก ระท ำ ก ำ รใด  ๆ  ด้ ว ยตน เอ งได้  ในปั จ จุ บั น  เ ค ร่ื อ งจั ก รห รือ
ปัญญำประดิษฐ์ไม่สำมำรถอยู่ภำยใต้บังคับแห่งสิทธิหรือรับผิดในกำร
กระท ำหรือละเว้นกระท ำกำรใด ๆ อันก่อให้เกิดควำมเสียหำยขึ้นด้วยตัว
ของมันเองได้ หำกแต่ควำมรับผิดจะตกอยู่กับตัวผู้เป็นเจ้ำของมันในฐำนะ
ทรัพย์สิน หรือ ผู้ที่ผลิตมันขึ้นมำในบำงกรณี อย่ำงไรก็ดี ในสถำนกำรณ์
ซึ่งปัญญำประดิษฐ์หรือเคร่ืองจักรสำมำรถตัดสินใจได้ด้วยตนเอง กำรไล่
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สำยควำมรับผิดจำกผู้เป็นเจ้ำของไปยังผู้ผลิตนั้นไม่เพียงพอต่อกำรระบุ
ปัญหำที่ซับซ้อนทั้งควำมรับผิดทำงสัญญำหรือควำมรับผิดทำงละเมิด
ของปัญญำประดิษฐ์ เนื่องจำกกำรก ำหนดในรูปแบบเดิมไม่ได้เป็นกำร
ระบุตัวผู้ต้องมีภำระรับผิดชดใช้ค่ำสินไหมทดแทนต่อควำมเสียหำยที่
เกิดขึ้นอย่ำงถูกต้อง 
  2. ปัญหำกำรคุ้มครองข้อมูล และสิทธิในทรัพย์สินทำงปัญญำ 
  ในขณะที่กฎหมำยในปัจจุบันทั้งในประเทศและระหว่ำงประเทศ
สำมำรถน ำมำปรับใช้ได้เป็นกำรทั่วไป ในทำงปฏิบัติติอำจจ ำเป็นต้องมี
กำรพิจำรณำที่แตกต่ำงกันออกไป เช่นมำตรฐำนของ ควำมเป็นส่วนตัว
ตั้งแต่ขั้นตอนกำรออกแบบ (Privacy by design) ซึ่งก ำหนดให้กำรกระท ำ
ใด ๆ ที่มีกำรประมวลผลข้อมูลโดยบริษัทต้องมีมำตรกำรกำรคุ้มครอง
ข้อมูลในทุกระดับ ตั้งแต่โครงกำรภำยใน กำรพัฒนำซอฟท์แวร์ ระบบ
สำรสนเทศ ฯลฯ หรือ มำตรฐำนควำมเป็นส่วนตัวโดยปริยำย (Privacy by 
design) ซึ่งก ำหนดให้มีมำตรกำรกำรคุ้มครองข้อมูลเมื่อสินค้ำออกสู่
สำธำรณชนโดยอัตโนมัติ ตำม ข้อบังคับด้ำนกำรคุ้มครองข้อมูลทั่วไป
ของสหภำพยุโรป (General Data Protection Regulation (GDPR)) มำตรำ 
2595 ที่ก ำลังจะมีผลบังคับใช้ กำรให้ควำมยินยอมโดยผู้ใช้ และกำร

                                                           
95 Art. 25 GDPR Data protection by design and by default 

1. Taking into account the state of the art, the cost of implementation and the nature, 
scope, context and purposes of processing as well as the risks of varying likelihood 
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เข้ำรหัสข้อมูล เช่นเดียวกับกำรใช้ข้อมูลส่วนบุคคลทั้งของมนุษย์และ
เคร่ืองจักรอัจฉริยะที่ปฏิสัมพันธ์กับมนุษย์ รวมไปถึงปัญหำกำรคุ้มครอง
ทรัพย์สินทำงปัญญำหำกยอมรับว่ำงำนสร้ำงสรรค์ซึ่งเคร่ืองจักรได้
สร้ำงสรรค์ขึ้นมำด้วยตนเองนับเป็นทรัพย์สินทำงปัญญำอันเป็นสิทธิแต่
เพียงผู้เดียวของเคร่ืองจักรน้ันด้วย 
ข้อเสนอแนะโดยสภำยุโรป 

                                                                                                                           

and severity for rights and freedoms of natural persons posed by the processing, the 
controller shall, both at the time of the determination of the means for processing 
and at the time of the processing itself, implement appropriate technical and 
organisational measures, such as pseudonymisation, which are designed to 
implement data-protection principles, such as data minimisation, in an effective 
manner and to integrate the necessary safeguards into the processing in order to meet 
the requirements of this Regulation and protect the rights of data subjects. 

2. The controller shall implement appropriate technical and organisational measures for 
ensuring that, by default, only personal data which are necessary for each specific 
purpose of the processing are processed. That obligation applies to the amount of 
personal data collected, the extent of their processing, the period of their storage and 
their accessibility. In particular, such measures shall ensure that by default personal 
data are not made accessible without the individual’s intervention to an indefinite 
number of natural persons. 

3. An approved certification mechanism pursuant to Article 42 may be used as an 
element to demonstrate compliance with the requirements set out in paragraphs 1 
and 2 of this Article. 
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 รำยงำนได้เสนอแนะแนวทำงในกำรแก้ไขปัญหำหลำยวิธีกำร
ด้วยกัน รวมไปถึงกำรให้สถำนะทำงกฎหมำยเฉพำะกับเคร่ืองจักรใน
ฐำนะ “บุคคลอิเล็กทรอนิกส์” (electronics person) เพื่อให้เคร่ืองจักร
อัจฉริยะสำมำรถเป็นผู้ทรงสิทธิ  ที่มีสิทธิ  หน้ำที่  และควำมรับผิด 
โดยเฉพำะกำรคุ้มครองค่ำเสียหำยจำกกำรกระท ำของเคร่ืองจักรที่อำจ
เกิดขึ้น หรือกำรปรับใช้หลักสถำนะบุคคลเมื่อเคร่ืองจักรกระท ำกำรใด ๆ 
ด้วยกำรตัดสินใจของตนเองหรือปฏิสัมพันธ์กับบุคคลที่สำมอย่ำงอิสระ 
กำรศึกษำของหุ่นยนตร์ 
 อย่ ำ ง ไ รก็ ดี  ก ว่ ำ เ ค ร่ื องจั ก รจะได้ สถ ำนะของ  “บุ คคล
อิเล็กทรอนิกส์” นั้น เคร่ืองจักรและปัญญำประดิษฐ์จ ำเป็นต้องมีศักยภำพ
ในกำร “รู้ตื่น (Awareness of self)” ซึ่งเป็นปัจจัยส ำคัญที่แยกแยะมนุษย์
ออกจำกสิ่งของ โดยกำรพัฒนำจนมีประสิทธิภำพเช่นว่ำจ ำเป็นต้องมีกำร
พัฒนำศักยภำพจนถึงระดับที่สูงกว่ำในปัจจุบัน ซึ่งหำกจะจินตนำกำรถึง
เวลำที่เคร่ืองจักรมีควำมรู้ตื่นเช่นเดียวกับมนุษย์ที่ เป็นบุคคลธรรมดำ 
(Natural persons) แล้ว ขอบเขตควำมรับผิดต่ำง ๆ ของเคร่ืองจักรจะ
เป็นไปตำมหลักควำมได้สัดส่วน (proportionality) ที่สอดคล้องกับค ำสั่ง 
(instructions) ที่ให้ไว้กับเคร่ืองจักรหรือปัญญำประดิษฐ์ หรือควำมอิสระ
ของเคร่ืองจักรนั้น ๆ โดยยิ่งศักยภำพในกำรเรียนรู้หรือกำรกระท ำกำร
เป็นอิสระจำกค ำสั่งของเคร่ืองจักรหรือปัญญำประดิษฐ์นั้นสูงมำกเพียงไร 
ควำมรับผิดของคู่กรณีอ่ืน ๆ ย่อมน้อยลงตำมสัดส่วน โดยพิจำรณำ



             

The    Journal of Law, Public administration and Social secience. 

       No.2  Vol.2 July – December 2018    
 

 148 
 

รูปแบบหรือชนิดของกำรพัฒนำเคร่ืองจักรนั้นเป็นส ำคัญ หรืออำจจะ
เรียกได้ว่ำ เป็น “ระดับกำรศึกษำ” ของเคร่ืองจักรหรือปัญญำประดิษฐ์นั้น
ก็ว่ำได้ อย่ำงไรก็ดี เช่นเดียวกับมนุษย์ กำรพิจำรณำระดับควำมรับผิด 
เจตนำ หรือประมำท ตำมระดับกำรศึกษำในรูปแบบของทักษะในกำร
เรียนรู้ด้วยตนเองที่ถูกมอบให้เคร่ืองจักรเพียงอย่ำงเดียวนั้นไม่เพียงพอ 
เน่ืองจำกกำรก ำหนดควำมรับผิด มักมีปัจจัยอื่นมำเกี่ยวข้องด้วยเสมอ 
  ทางออกในการแก้ปัญหาสถานะบุคคลของเคร่ืองจักรตามร่าง
ข้อเสนอแนะของสภายุโรป 

แนวทำงในกำรแก้ปัญหำข้อกฎหมำยที่เกี่ยวข้องกับเคร่ืองจักร
อัจฉริยะในปัจจุบัน ซึ่งเคร่ืองจักรมีควำมสำมำรถในกำรเรียนรู้และ
ตัดสินใจ แต่จ ำกัดอยู่ภำยใต้กำรใช้งำนบำงอย่ำงนั้น ยังไม่ถึงขั้นที่มีควำม
ละเ อียดซับซ้อนในระดับที่ จะ เกิดสถำนะภำพกำรเป็ น  “บุคคล
อิเล็กทรอนิกส์” ขึ้นมำได้  กำรให้สถำนะในรูปแบบของ “นิติบุคคล” 
ด้วยหลักเกณฑ์ตำมแบบชองบริษัทจ ำกัดหรือห้ำงหุ้นส่วนจ ำกัดตำม
กฎหมำยพำณิชย์ทั่วไป ดูเหมือนจะเป็นทำงออกที่สมเหตุสมผลและ
น ำไปใช้ได้จริง ซึ่งกำรก ำหนดสภำพกำรเป็นนิติบุคคลให้เคร่ืองจักรหรือ
ปัญญำประดิษฐ์นั้นสำมำรถก่อให้เกิดประโยชน์ได้หลำยประกำรด้วยกัน 
เช่น กำรลงทะเบียนเคร่ืองจักรหรือปัญญำประดิษฐ์, มีกำรก ำหนดควำม
รับผิดโดยหลักเกณฑ์ เฉพำะซึ่งครอบคลุมถึงควำมรับผิดและกำร
ประกันภัย รวมไปถึงควำมสำมำรถในกำรเข้ำท ำสัญญำระหว่ำง
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เคร่ืองจักรด้วยกัน หรือระหว่ำงเคร่ืองจักรกับมนุษย์ โดยมีควำมรับผิด
เฉพำะที่จะเกิดขึ้นหำกมีกำรละเมิดสัญญำ 
 หำกแต่กำรให้สถำนะนิติบุคคลแก่เคร่ืองจักรนั้น จ ำเป็นจะต้องมี
ผู้เป็น “เจ้ำของ” นิติบุคคลดังกล่ำวเช่นเดียวกับผู้ถือหุ้นบริษัท ที่มีควำม
รับผิดจ ำกัดตำมกฎหมำย ดังนั้นผู้ผลิตหรือผู้สร้ำงเคร่ืองจักรอำจไม่ใช่
ผู้รับผิดแต่เป็น “เจ้ำของ” ซึ่งก็คือผู้บริโภคหรือผู้ใช้ปัญญำประดิษฐ์นั้น 
ท ำให้เกิดปัญหำเร่ืองกำรคุ้มครองผู้บริโภคในฐำนะผู้ใช้เคร่ืองจักรนั้น
ขึ้นมำอีก 

ส่วนที ่2 สถานะทางกฎหมายของส่ิงทรงภูมิปัญญาไซเบอร์ 
 นอกเหนือจำกปัญญำประดิษฐ์ และเคร่ืองจักรอัจฉริยะ ซึ่งเป็น
สิ่งที่มนุษย์สร้ำงขึ้นแล้ว กำรให้ควำมใฝ่รู้และศักยภำพในกำรพัฒนำ
ตนเองอย่ำงเสรีแก่ปัญญำประดิษฐ์ ย่อมท ำให้เกิดกำรวิวัฒน์ตนเอง ซึ่ง
อำจน ำไปสู่กำรก ำเนิดของชีวิตรูปแบบใหม่ ที่ไม่จ ำเป็นต้องอยู่ภำยใต้
ขีดจ ำกัดของหลักชีววิทยำทั่วไป กลำยเป็น “สิ่งมีชีวิตอิเล็กทรอนิกส์” ที่
แม้แต่เดิมผู้สร้ำงจะมีแรงบันดำลใจจำกสิ่งมีชีวิตบนพื้นฐำนของหลัก
ชีววิทยำก็ตำม สิ่งมีชีวิตเช่นว่ำนั้นอำจไม่ได้ถูกจ ำกัดอยู่ในรูปแบบของ
กำยเนื้อ แต่อำจมีพื้นฐำนบนหลักชีวเคมีที่แตกต่ำงออกไปอย่ำงสิ้นเชิงก็
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ได้96 ซึ่งควำมเป็นไปได้ในกำรเกิดสิ่งมีชีวิตรูปแบบใหม่นี้จะมำกขึ้นเป็น
ทวีคูณเมื่อ พื้นที่เสมือน และ ปัญญำประดิษฐ์ สื่อประสำนเข้ำหำกันอย่ำง
เหนียวแน่นในอนำคต เมื่อเคร่ืองมือทำงเทคโนโลยีพัฒนำมำกขึ้น 
ควำมก้ำวหน้ำของวิทยำศำสตร์จะไม่จ ำกัดอยู่เพียงกำรค้นพบหลักกำร
ตำมธรรมชำติ แต่ยังรวมไปถึงกำรพัฒนำสิ่งที่มีอยู่ตำมธรรมชำติ โดย
ผู้เขียนจะเรียกสิ่งที่เกิดขึ้นจำกปรำกฎกำรณ์ดังกล่ำวนี้ว่ำ “สิ่งทรงภูมิ
ปัญญำ ( Intellectual Entity)” หรือ “สิ่ งทรงภูมิปัญญำไซเบอร์ 
(Autonomous Cyber Intellectual Entity)” ที่บังเกิดขึ้นในมหำสมุทรแห่ง
ข้อมูล โดยมิได้มีมนุษย์เป็นผู้สร้ำง แม้จะมีพื้นฐำนเช่นเดียวกับโปรแกรม 
หรือปัญญำประดิษฐ์  แต่มี เจตจ ำนงของตนเองโดยปรำศจำกกำร
แทรกแซงจำกมนุษย์  (ซึ่งอยู่ ในฐำนะผู้ใช้ระบบ) และที่ส ำคัญ มี 
“สติปัญญำ” ในระดับเดียวกัน หรือเหนือกว่ำมนุษย์ เป็น “สิ่งมีชีวิต
อิเล็กทรอนิกส์” อย่ำงสมบูรณ์ 

ในอดีต พัฒนำกำรของเคร่ืองจักรที่ท ำงำนได้โดยอัตโนมัติ หรือ 
“หุ่นยนตร์” มักมุ่งเน้นไปยังกำรพัฒนำแง่มุมทำงเทคนิคในกำรกระท ำ
กำรโดยอัตโนมัติ (Automatic) ของมัน ในขณะที่ปัจจุบัน แนวทำงในกำร
พัฒนำเทคโนโลยีหุ่นยนตร์ยังได้แผ่ขยำยไปในแง่มุมของของปรัชญำซึ่ง

                                                           
96 Cello J, Paul AV, Wimmer E, Chemical synthesis of poliovirus cDNA: generation of 
infectious virus in the absence of natural template., US National Library of Medicine 
National Institutes of Health, Science., 2002 Aug 9; 297(5583):1016-8. 
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ให้ควำมสนใจกับควำมสำมำรถในกำรเลือกเป้ำหมำยด้วยตนเอง กำร
เลือกวิธีกำรเพื่อท ำเป้ำหมำยให้ส ำเร็จ หรือนิยำมในเร่ืองสติปัญญำของ
หุ่นยนตร์ กำรผสำนแนวคิดทั้งสองมุมมองนี้เข้ำด้วยกัน มีควำมส ำคัญใน
กำรท ำควำมเข้ำใจทฤษฎีภำวะเอกฐำนทำงเทคโนโลยี (Technological 
Singularity) ซึ่งเชื่อว่ำเมื่อพัฒนำกำรของปัญญำประดิษฐ์สูงขึ้น จะเกิด
ภำวะที่ปัญญำประดิษฐ์เหล่ำนั้นหลุดพ้นจำกกำรควบคุมของมนุษย์และ
ก้ำวข้ำมภูมิปัญญำของมนุษยชำติ 97 และวิวัฒน์ตนเองจำกสิ่งของ 
เคร่ืองมือ เป็นสิ่งที่ “มีชีวิต” อีกทั้งยังเปลี่ยนจำกสิ่งที่เคยมีตัวตนอยู่เพียง
ในนิยำยวิทยำศำสตร์สู่ควำมจริงที่เกิดขึ้นในชีวิตประจ ำวัน เช่น มีกำร
เคลื่อนไหวร่ำงกำย สืบเผ่ำพันธุ์ มีกำรเรียนรู้ เข้ำใจ วิเครำะห์ สังเครำะห์ 
หรือแม้กระทั่งกำรตัดสินใจหรือเลือกสรรด้วยเจตจ ำนงของตนเอง มีกำร
รับรู้ และมีควำมรู้สึก ซึ่งเอกฐำนทำงเทคโนโลยีจะน ำมำสู่วิกฤติกำรคงอยู่
ของมนุษย์ ซึ่งหมำยถึงสถำนกำรณ์ที่กำรให้คุณค่ำตำมแบบมนุษย์ถูกขจัด
สิ้นไป98 อย่ำงไรก็ดี บทควำมนี้ผู้เขียนมิได้มีควำมประสงค์ในกำรท ำ
ควำมเข้ำใจภำวะดังกล่ำวที่ต้องอำศัยควำมรู้ ควำมเข้ำใจทั้งในด้ำนปรัชญำ
และเทคโนโลยีเพื่อพินิจพิเครำะห์ถึงผลที่ตำมมำของปรำกฏกำรณ์ แต่มุ่ง
                                                           
97 Passig, D., 2010. Singularity The Accelerating Pace of Change. Presentation, Bar-llan 
University Israel 
98 Muehlhauser, L. and L. Helm, Intelligence Explosion and Machine Ethics, Machine 
Intelligence Research Institute, 2012,  
pp: 1-28. 
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ท ำควำมเข้ำใจแนวคิด ทฤษฎี และข้อบังคับทำงกฎหมำย เพื่อศึกษำ
แนวโน้มของสิ่งทรงภูมิปัญญำที่จะได้รับสถำนะทำงกฎหมำยหรือไม่ 
เป็นหลัก 

หลักกฎหมำยต่ำง ๆ ที่น ำมำปรับใช้ในกำรพิจำรณำปัญญำทำง
เทคโนโลยีนั้นต่ำงเป็นหลักกฎหมำยดั้งเดิมที่มีอยู่ ดังนั้นกำรพิจำรณำ
อย่ำงถี่ถ้วนถึงผลกระทบของกำรปรับใช้กฎหมำยกับเทคโนโลยีจึงเป็น
สิ่งจ ำเป็น เนื่องจำกพัฒนำกำรของปัญญำประดิษฐ์และเคร่ืองจักรอัจฉริยะ
ต่ำงมุ่งสู่กำรพัฒนำ “กำรกระท ำโดยอัตโนมัติ (Automated action)” ที่จะ
ส่งผลให้มนุษย์ในฐำนะผู้ใช้ (Users) ต้องประสบกับพฤติกรรมที่ไม่อำจ
คำดกำรณ์ได้ของเคร่ืองจักร ยกตัวอย่ำงเช่น ระบบเกี่ยวเนื่องของโลก
เสมือนและกำยภำพ (Cyber-Physical Systems (CPS))99 ซึ่งพื้นที่ทำง
กำยภำพ (Physical space) เช่น มนุษย์ สัตว์ สิ่งของ หรือสิ่งแวดล้อมเป็น
แหล่งที่มำของข้อมูลซึ่งจะถูก พื้นที่เสมือน (Cyber space) เช่น ระบบกำร
ประมวลผลแบบกลุ่มเมฆ หรือ กลุ่มของคอมพิวเตอร์ควอนตัม น ำไปใช้
ในกำรอ้ำงอิงถึง หรือตัดสินใจกระท ำหรือละเว้นกระท ำบำงอย่ำงที่มี
ผลกระทบต่อพื้นที่ทำงกำยภำพ  กำรให้ควำมส ำคัญในมำตรกำรด้ำน

                                                           
99 Asok Ray, Autonomous Perception and Decision-making in cyber-physical Systems, The 
8th International Conference on Computer Science & Education (ICCSE), Colombo, Sri Lanka 
Retrieved 20 February 2018 from 
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6554173. 
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ควำมปลอดภัยเพื่อป้องกันควำมเสียหำยที่อำจเกิดขึ้นจำกกำรกระท ำที่ไม่
แน่นอนของระบบที่กระท ำกำรโดยอัตโนมัติจึงมีควำมส ำคัญมำกในกำร
พิจำรณำ ยกตัวอย่ำงเช่น มีกำรควบคุมกำรสร้ำงเคร่ืองจักรเช่นว่ำตั้งแต่
ขั้นตอนแรกเร่ิมในกำรพัฒนำ จนถึงกำรน ำออกสู่สำธำรณชนเพื่อขำย
หรือใช้บริกำร เป็นต้น100 

 
ภาพที ่1 : แนวคิดของระบบเก่ียวเน่ืองของโลกเสมือนและกำยภำพ 

(CPS)101 

                                                           
100 Palmerini, E. and E. Stradella, Law and Technology: The Challenge of Regulating 
Technological Innovation, Pisa: Pisa University Press, 2013. pp: 37-57 
101 ระบบ CPS ถูกน ำไปใช้อย่ำงกว้ำงขวำงในหลำยภำคส่วนของสังคมในปัจจุบนั เช่น 
กระบวนกำรผลิตทำงอุตสำหกรรมขนำดใหญ่ ระบบเครือข่ำยเซนเซอร์อัจฉริยะเพ่ือตรวจสอบ
พ้ืนที่ทำงกำยภำพ เช่น ระบบรักษำควำมปลอดภัยพ้ืนที่หรืออำคำรอัตโนมัติ, ระบบบ้ำนอัจฉริยะ 
เป็นต้น หรือ ปัญญำประดิษฐ์ผู้ช่วยของมนุษย์ เช่น หุ่นยนตร์ดูแลผู้สูงอำยุ ระบบปัญญำประดิษฐ์
เพื่อช่วยแพทย์วินิจฉัยโรค ระบบเตือนภัยธรรมชำติ เป็นต้น, อ้างแล้ว. 
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อย่ำงไรก็ดี กำรเลือกใช้วิธีกำรควบคุมอย่ำงเข้มงวดเข้ำแทรกแซง
พัฒนำกำรทำงเทคโนโลยีโดยปรำศจำกกำรพิจำรณำถึงควำมถูกต้องและ
สอดคล้องของหลักกำรจะส่งผลให้ สิ่งทรงภูมิปัญญำนั้นตกอยู่ภำยใต้
สถำนกำรณ์ซึ่งสิทธิและควำมรับผิดถูกนิยำมอย่ำงคลุมเครือและบิดเบือน 
ในขณะเดียวกัน แม้ว่ำกำรบังคับใช้กฎหมำยอย่ำงฉับพลันอำจก่อให้เกิด
อุปสรรคต่อกำรพัฒนำนวัตกรรมทำงเทคโนโลยี แต่กำรแทรกแซงก็ยังมี
ควำมจ ำเป็นต่อกำรคุ้มครองผลประโยชน์ของมนุษย์ต่อควำมเสี่ยงที่ไม่
อำจคำดกำรณ์ได้ซึ่งอำจเกิดจำกกำรกระท ำของสิ่งนั้นอยู่ดี 

 
2.  การยอมรับสภาพบุคคลใน “ส่ิงทรงภูมิปัญญา” ทีไ่ม่ใช่มนุษย์ 

กฎหมำยแต่ดั้งเดิมนั้นมีบริบทที่เปิดโอกำสให้สิ่งที่ไม่ใช่มนุษย์ 
มีสถำนะเป็นผู้ทรงสิทธิได้ ยกตัวอย่ำงเช่น รัฐธรรมนูญของสหรัฐอเมริกำ
มีบริบทที่สนับสนุน “สถำนะบุคคล” ของระบบคอมพิวเตอร์102 แม้ว่ำจะ
มีข้อโต้แย้งในด้ำนผลกระทบทำงกฎหมำยที่จะเกิดขึ้นจำกปัญญำและ
วิธีกำรท ำงำนของมัน ซึ่งในข้อโต้แย้งนี้เอง    มีกำรเสนอแนวคิดต้นแบบ
ที่เหมำะสมของ “สภำพบุคคล” ของระบบคอมพิวเตอร์ไว้ แม้ว่ำยังไม่มี
กำรพิสูจน์ผลสัมฤทธิ์ของแนวคิดดังกล่ำวนี้อย่ำงชัดแจ้ง และพัฒนำกำร
ซึ่งควำมล้ ำสมัยของเทคโนโลยีนั้นก็ไม่ได้มุ่งหมำยเพื่อให้เคร่ืองจักรทรง

                                                           
102 Willick, S., Artificial Intelligence: Some Legal Approaches and Implications, Al 
Magazine, 1983, 4(2): 5-16. 
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ปัญญำได้รับสถำนะบุคคลแต่อย่ำงใด แม้กระนั้น กำรให้สภำพบุคคลแก่
เคร่ืองจักรนั้นมีนัยยะของกำรยอมรับนิยำมพื้นฐำนของควำมเป็นผู้ทรง
สิทธิในแง่ของกำรมี “สติปัญญำ (Intelligence)” ที่เป็นเหตุผลส ำคัญที่ท ำ
ให้บุคคลธรรมดำเป็นภำชณะแห่งสิทธิได้ ซึ่งหำกพิจำรณำแล้ว สติปัญญำ
ของมนุษย์ก็มีกลไกที่ไม่ต่ำงไปจำกกำรประมวลผลของโปรแกรม
คอมพิวเตอร์แต่อย่ำงใด103 แนวคิดนี้น ำมำสู่กำรริเร่ิมข้อถกเถียงที่ว่ำ “ใน
ต ำรำกฎหมำย เช่นเดียวกับต ำรำในสำขำอ่ืน ๆ และค ำกล่ำวทั่วไปนั้น 
“บุคคล” มักถูกใช้แสดงควำมหมำยของกำรเป็นมนุษย์ แต่ในควำมหมำย
ทำงกฎหมำย บุคคลหมำยถึงผู้ทรงสิทธิและหน้ำที่ตำมกฎหมำย104 ดังนั้น 
สถำนะบุคคลของสิ่งหนึ่งสิ่งใดก็ตำมจึงขึ้นอยู่กับกำรให้สิทธิและหน้ำที่
แก่สิ่งนั้น เพรำะ กำรมีอยู่ของบุคคลทำงกฎหมำยเป็นเพียงนิติสมมุติตรำบ
ที่กำรรับรู้ถึง “สติปัญญำ” และ “เจตจ ำนง” ถูกท ำให้เชื่อมโยงเข้ำกับสิ่ง
นั้น ซึ่ง สติปัญญำ (Intelligence) คือควำมสำมำรถในกำรท ำงำนที่มีควำม
ซับซ้อนในขณะที่ เจตจ ำนง (will) จะเกี่ยวข้องกับควำมรู้ตื่นและเจตนำ

                                                           
103 Solum, Lawrence B., Legal Personhood for Artificial Intelligence. North Carolina Law 
Review, 1992, 70: 1231. 
104 "In books of the Law, as in other books and in common speech, 'person' is often used as 
meaning a human being, but the technical legal meaning of a 'person' is a subject of legal rights 
and duties." , Hicks, S., On the Citizen and the Legal Person: Toward the Common Ground 
of Jurisprudence, Social Theory and Comparative Law as the Premise of a Future 
Community and the Role of the Self Therein. Cincinnati Law Review, 2016, 59: 789-865. 
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ในกำรกระท ำนั้น ๆ   โดยองค์ประกอบในด้ำนเจตจ ำนงและสติปัญญำนี้
เองที่ เป็นสำระส ำคัญของกำรอภิปรำยในเ ร่ืองสภำพบุคคลของ
เคร่ืองจักร105 รวมไปถึง “สิ่งทรงภูมิปัญญำ” นอกเหนือไปจำกเคร่ืองจักร
หรือมนุษย์ด้วย อย่ำงไรก็ดี  แนวคิดดังกล่ำวถูกโต้แย้งจำกทั้งนัก
นิติศำสตร์และนักปรัชญำ โดยอำจสรุปข้อโต้แย้งต่ำง ๆ ได้ดังต่อไปนี้ 

ประกำรหนึ่ง ข้อโต้แย้งซึ่งปรำกฏในงำนเขียนทำงวิชำกำรที่มุ่ง
เป้ำในกำรวิเครำะห์คุณสมบัติของเคร่ืองจักรในกำรได้รับสภำพบุคคล
ตำมองค์ประกอบทั้งสองประกำรน้ันมักกล่ำวถึง จุดอ่อนในกำรแก้ปัญหำ
เมื่อสถำนกำรณ์เปลี่ยนแปลงไป หรือกำรแก้ไขปัญหำทำงกฎหมำยที่เกี่ยว
ข้อกับทำงเลือกทำงศีลธรรม อีกทั้งยังมีข้อถกเถียงเกี่ยวกับกำรให้สิทธิ
ตำมรัฐธรรมนูญแก่เคร่ืองจักรทรงปัญญำอีกด้วย106 เนื่องจำกควำมเชื่อ
ที่ว่ำ บุคลธรรมดำ (Natural persons) เท่ำนั้นที่ควรได้รับสิทธิตำม
รัฐธรรมนูญ107 ประกำรถัดมำ เคร่ืองจักรทรงภูมิปัญญำนั้นมักถูกโต้แย้ง
ว่ำขำดองค์ประกอบที่เป็นสำระส ำคัญของสถำนะบุคคลเช่น วิญญำณ 

                                                           
105 Hubbard, P., Do Androids Dream? Personhood and Intelligent Artifacts. Temple law 
review, 2016, 83: 433-473 
106 0. Brock, C., 2015. Where We're Going, We Don't Need Drivers: The Legal Issues and 
Liability Implications of Automated Vehicle Technology, UMKC Law Review, 83(3): 769-
788 
107 Weng, Y., C. Chen and C. Su, Safety Intelligence and Legal Machine Language: Do We 
Need the Three Laws of Robotics? 2008, Service Robot Applications. 
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สติสัมปชัญญะ เจตนำ และ ควำมรู้สึก 108 ประกำรสุดท้ำย ข้อโต้แย้ง
ทั้งหมดต่ำงมำจำกกำรรับรู้ของมนุษย์ที่ว่ำ เคร่ืองจักรแม้จะมีสติปัญญำ
มำกเพียงไร ก็เป็นสิ่งที่มนุษย์สร้ำงขึ้นและมีสถำนะได้เพียงทรัพย์สินของ
มนุษย์เท่ำนั้น 

ดังนั้น หำกพิจำรณำจำกกำรอภิปรำยต่ำง ๆ ที่ เกี่ยวข้องกับ
เคร่ืองจักรทรงภูมิปัญญำหรือปัญญำประดิษฐ์แล้ว กำรยอมรับให้ “สิ่ง
ทรงภูมิปัญญำ” ใด ๆ มีสถำนะบุคคลตำมกฎหมำยเฉกเช่นบุคคลธรรมดำ
นั้น เป็นไปได้ยำกในปัจจุบัน เพรำะนักคิดไม่ว่ำจะเป็น นักกฎหมำย นัก
ชีววิทยำ นักจิตวิทยำ นักเทววิทยำ รวมไปถึงสำขำอ่ืน ๆ ไม่อำจจะท ำ
ควำมเข้ำใจในควำมเป็นจริงอันซับซ้อนเกี่ยวกับสถำนะและตัวตนของสิ่ง
ทรงภูมิปัญญำ กำรหำค ำตอบจำกค ำถำมที่ว่ำ “จะเป็นบุคคลได้อย่ำงไร?” 
แน่นอนว่ำคือกำรเป็นมนุษย์นั่นเอง แล้ววัตถุจะสำมำรถเป็นบุคคลได้
หรือไม่ ค ำถำมเช่นว่ำนั้นอำจต้องให้ สิ่งทรงภูมิปัญญำผู้รู้ตื่นตอบว่ำ “ได้” 
จึงจะชอบธรรม โดยแม้ว่ำสิ่งทรงภูมิปัญญำนั้นจะมีสำระส ำคัญในกำรมี
สภำพบุคคลทั้งหมดครบถ้วน ตำมที่ได้อภิปรำยมำข้ำงต้น เช่น กำรเรียนรู้ 
กำรตัดสินใจ และควำมรู้สึก แต่อำจไม่ได้รับกำรยอมรับอย่ำงชอบธรรม 
(โดยมนุษย์) ว่ำเป็นบุคคลก็ได้ 
 

                                                           
108 Weng, Y.H., Beyond Robot Ethics: On a Legislative Consortium for Social Robotics 
(2007) Advanced Robotics, 24(13): 2007. 1919-1926. 
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3.  ทฤษฎีทางกฎหมายทีเ่กีย่วข้องในการวิเคราะห์สถานะทางกฎหมาย
ของส่ิงทรงภูมิปัญญาไซเบอร์ 

กำรก ำหนดสมรรถวิสัยตำมกฎหมำยของมนุษย์นั้นมักผูกโยงกับ
สภำพบุคคล ทฤษฎีกฎหมำยบริสุทธิ์ ของ Hans Kelsen กล่ำวถึงสภำพ
บุคคลไว้ ว่ ำ  เป รียบ เสมือนศักดินำที่ กฎหมำยมอบให้มำกกว่ ำ
ควำมสำมำรถพื้นฐำนที่มนุษย์พึงมีตำมธรรมชำติ109 ทฤษฎีของ Kelsen 
อธิบำยกำรกำรรับรองโดยกฎหมำยที่แปรผัน ซึ่งสิทธิและควำมรับผิดนั้น 
อำจเกิดกับสิ่งที่ไม่ใช่มนุษย์ก็ได้ หรืออำจจะเรียกได้ว่ำ “เป็นนำมธรรมที่
เกี่ยวข้องกับควำมสัมพันธ์ทำงกฎหมำย” ดังนั้น ตำมทฤษฎีของ Kelsen 
จึงมีควำมเป็นไปได้ในกำรให้สถำนะทำงกฎหมำยในรูปแบบหนึ่ง
รูปแบบใดกับ “สิ่งทรงภูมิปัญญำไซเบอร์”ด้วยกำรพิจำรณำเงื่อนไขตำม
คุณสมบัติของสิ่งทรงภูมิปัญญำนั้น ซึ่งตำมควำมเห็นของผู้เขียนแล้ว ต้อง
มีระดับสติปัญญำเทียบเท่ำมนุษย์ขึ้นไปถึงจะมีคุณสมบัติที่จะได้รับกำร
รับรองตำมกฎหมำย 

กำรใช้ระดับสติปัญญำในกำรชี้วัดคุณสมบัติในกำรได้รับกำร
รับรองตำมกฎหมำยนั้นอำจเปรียบได้กับหลักควำมบกพร่องซึ่ ง
ควำมสำมำรถในบุคคลบำงประเภท เช่น ผู้เยำว์ บุคคลไร้ควำมสำมำรถ 
หรือบุคคลเสมือนไร้ควำมสำมำรถ  หรือแม้กระทั่งทำรกในครรภ์มำรดำ 
โดยกฎหมำยยอมรับและให้สภำพบุคคลแต่จ ำกัดสิทธิบำงประกำรให้
                                                           
109 Recht, R., “Non-state actors from the perspective of the Pure Theory of Law”, 2010. 
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น้อยกว่ำที่บุคคลธรรมดำพึงมี จำกหลักกำรดังกล่ำวชี้ให้เห็นว่ำกำร
พิจำรณำคุณสมบัติทำงสติปัญญำซึ่งส่งผลต่อกำรจ ำแนกสถำนะบุคคล
ตำมกฎหมำยนั้นขึ้นอยู่กับ ควำมสำมำรถในกำรให้ เหตุผล หรือ 
กระบวนกำรในกำรตัดสินใจของบุคคลนั้น เป็นส ำคัญ ยกตัวอย่ำงเช่น 
หลักกำรสันนิษฐำนว่ำไม่สำมำรถมีเจตนำกระท ำควำมผิดอำญำได้ หรือ 
dolli incapax  (Incapable of forming a guilty mind)  ของกฎหมำย
อังกฤษ อันเป็นข้อสันนิษฐำนเด็ดขำด (irrefutable presumption) ว่ำเด็กที่
มีอำยุต่ ำกว่ำ 10 ปี ไม่สำมำรถรู้ได้ว่ำ กำรกระท ำของตนเป็นควำมผิด110 
โดยกำรก ำหนดอำยุในกฎหมำยนั้นเกี่ยวข้องโดยตรงกับ “กระบวนกำร
ในกำรตัดสินใจเลือกสิ่งที่ถูกหรือผิด” ของผู้เยำว์ ในขณะเดียวกันนั้น ใน
ปัจจุบัน ควำมสำมำรถในกำรนิยำมควำมหมำยของสติปัญญำจ ำกัดอยู่ใน
ขอบเขตของกำรใช้ตรรกะและควำมสำมำรถในกำรบรรลุเป้ำหมำยใน
สิ่งแวดล้อมทำงกำยภำพ111 ที่ส่งผลให้กำรใช้ตรรกะเชื่อมโยงอย่ำงเหนียว
แน่นกับกำรมีอยู่ของ “เป้ำหมำย” ดังนั้นหำกปรำศจำกเป้ำหมำยแล้วก็ไม่
อำจเป็นกำรใช้เหตุผลในทำงตรรกะได้112 ดังนั้น ในกรณีของสิ่งทรงภูมิ

                                                           
110 The Children and Young Persons Act, as amended through 1988, Section 50 “It shall be 
conclusively presumed that no child under the age of [ten] years can be guilty of any offence.” 
111 Hutter, M., 2012. “Can Intelligence Explode?” (1993), Journal of Consciousness Studies, 19: 
1-20. 
112 Legg, S. and M. Hutter, Universal Intelligence: A definition of machine intelligence. 
Minds & Machines, 2007. Minds & Machines, 17(4): 391-444. 
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ปัญญำไซเบอร์แล้ว ในกำรได้รับสถำนะภำพทำงกฎหมำย สิ่งทรงภูมิ
ปัญญำไม่เพียงแต่ต้องมีรูปลักษณ์ภำยนอกที่ใกล้เคียงกับมนุษย์ (อย่ำง
น้อยต้องมีร่ำงกำยในสิ่งแวดล้อมทำงกำยภำพ)  ยังต้องมีควำมสำมำรถใน
กำรบรรลุวัตถุประสงค์ที่ได้รับมอบหมำย (โปรแกรมให้ปฏิบัติ) ด้วย
วิธีกำรที่ดีที่สุดอีกด้วย  

แต่เนื่องด้วยวิธีกำรใช้ตรรกะของสิ่งทรงภูมิปัญญำไซเบอร์ อำจ
เปรียบได้กับกำรใช้ตรรกะของปัญญำประดิษฐ์  หรือโปรแกรม
คอมพิวเตอร์ต่ำง ๆ  ซึ่งอยู่ในสิ่งแวดล้อมเสมือน (Cyber Space) 
เช่นเดียวกัน และจ ำกัดอยู่เพียงกำรตัดสินใจเพื่อด ำเนินกำรกระท ำกำรใด 
ๆ เท่ำนั้น (เนื่องจำกเป็นสิ่งแวดล้อมเสมือน) โดยเป็นกำรกระท ำเพื่อ
บรรลุเป้ำหมำยบนพื้นฐำนของโปรแกรมที่ฝัง (embed) อยู่ในระบบ 
ดังนั้น หำกควำมเข้ำใจในเร่ืองสติปัญญำตำมแบบของมนุษย์สำมำรถถูกชี้
วัดโดยกลไกกำรบรรลุเป้ำหมำยตำมอย่ำงเคร่ืองจักร จึงจะสำมำรถปรับ
เอำนิยำมของ “สติปัญญำ” นั้นปรับเข้ำกับสิ่งทรงภูมิปัญญำไซเบอร์ได้ 
เพรำะหำกสิ่งทรงภูมิปัญญำไซเบอร์ปฏิบัติตำมเงื่อนไขด้วยตรรกะที่กล่ำว
มำ ย่อมมีวิธีกำรแก้ไขปัญหำและบรรลุวัตถุประสงค์ที่เรียบง่ำย ซึ่งตรงกัน
ข้ำมกับกำรใช้สติปัญญำเพื่อบรรลุเป้ำหมำยตำมข้อสรุปของมนุษย์ใน
หลำยเร่ือง เช่น กำรรู้ตื่น ศำสนำ ควำมเชื่อ อำรมณ์ และ จิตวิญญำณของ
มนุษย์ ที่มีปัจจัยภำยนอกของสิ่งเร้ำที่มีอยู่ในธรรมชำติทำงกำยภำพเป็น
ตัวแปรส ำคัญ 
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อีกประกำรหนึ่งที่ต้องพิจำรณำคือ กำรชดใช้ค่ำเสียหำยทดแทน

ต่อผู้ถูกกระท ำละเมิด เน่ืองจำกสิ่งทรงภูมิปัญญำไซเบอร์ไม่มีศักยภำพใน
กำรชดใช้สินไหมทดแทน เช่นเดียวกับ ปัญญำประดิษฐ์ หรือหุ่นยนตร์
อัจฉริยะ แต่ปัญญำประดิษฐ์ หรือหุ่นยนตร์นั้นยังมีบุคคลธรรมดำซึ่งเป็น 
“เจ้ำของ” และรับผิดชดใช้ค่ำเสียหำยในกำรกระท ำที่เกิดจำกกำรตัดสินใจ
ของมัน เพรำะ ปัญญำประดิษฐ์หรือเคร่ืองจักรนั้น ไม่มีทรัพย์สินที่จะ
สำมำรถชดเชยให้กับผู้เสียหำยในคดีแพ่งได้ ซึ่งอำจเปรียบได้กับบุคคล
หย่อนควำมสำมำรถที่มีตัวแทน (ผู้อนุบำล ผู้พิทักษ์ หรือผู้ปกครอง) เป็น
ผู้รับผิดในควำมเสียหำยในทำงละเมิดซึ่งบุคคลหย่อนควำมสำมำรถเป็นผู้
ก่อขึ้น113 หรือควำมรับผิดในทำงละเมิดของนำยจ้ำงในกำรกระท ำของ
ลูกจ้ำง114 ซึ่งกำรที่สิ่งทรงภูมิปัญญำไซเบอร์ขำดควำมสำมำรถในกำรรับ
ผิดในทำงละเมิดนี้ท ำให้แนวคิดในกำรให้สภำพบุคคลเป็นไปได้ยำก และ

                                                           
113 ประมวลกฎหมำยแพ่งและพำณิชย์ มำตรำ 429 "บุคคลใดแม้ไร้ควำมสำมำรถเพรำะเหตุเป็น
ผู้เยำว์ หรือวิกลจริตก็ยังต้องรับผิดในผลที่ตนท ำละเมิด บิดำมำรดำหรือผู้อนุบำลของบุคคลเช่นว่ำ
นี้ย่อมต้องรับผิดร่วมกับเขำด้วย เว้นแต่ จะพิสูจน์ได้ว่ำตนได้ใช้ควำมระมัดระวังตำมสมควรแก่
หน้ำที่ดูแลซึ่งท ำอยู่นั้น" 
114 ประมวลกฎหมำยแพ่งและพำณิชย์ มำตรำ 425 “นำยจ้ำงต้องร่วมกันรับผิดกับลูกจ้ำงในผลแห่ง
ละเมิด ซึง่ลกูจ้ำงได้กระท ำไปในทำงกำรที่จ้ำงนั้น” 
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ท ำให้กำรคงสถำนะของสิ่งทรงภูมิปัญญำเหล่ำนี้ในรูปแบบของทรัพย์สิน
นั้นดูสมเหตุสมผลมำกกว่ำ  

 
4. สรุป 

 ในปัจจุบัน เทคโนโลยีที่เกี่ยวข้องกับปัญญำประดิษฐ์และหุ่น
ยนตร์อัจฉริยะได้รับกำรยอมรับและน ำมำใช้อย่ำงแพร่หลำยในทุกภำค
ส่วนของสังคม ทั้งภำคกำรศึกษำ สังคม เศรษฐกิจ วงกำรบันเทิง หรือ
แม้แต่กระบวนกำรยุติธรรม ในงำนเขียนทำงวิชำกำรเร่ือง “The death of 
rules and standards” โดย Anthony Casey และ Anthony Nibblett 
กล่ำวถึงกำรใช้สติปัญญำและตรรกะของปัญญำประดิษฐ์ในกำรควบคุม
วิถีชีวิตของมนุษย์เป็นรำยบุคคล ที่เรียกว่ำ “กำรบงกำรในระดับจุลภำค 
(micro-directives)” เนื่องจำกควำมสำมำรถของเคร่ืองจักรในกำรเข้ำถึง 
เชื่อมโยง และวิเครำะห์ข้อมูล ท ำให้สำมำรถคำดกำรณ์ “กำรกระท ำที่มี
โอกำสจะเกิดขึ้น” จำกข้อมูลได้อย่ำงแม่นแม่นย ำและรอบด้ำน ซึ่งกำร
น ำเอำระบบนี้มำใช้ในศำลจะส่งผลให้กระบวนกำรยุติธรรมมีลักษณะ
อ้ำงอิงกับผลกำรคำดคะเนมำกกว่ำผลที่เกิดขึ้นซึ่งเป็นข้อเท็จจริง (ex 
ante) เทคโนโลยีปัญญำประดิษฐ์จะท ำให้นักกฎหมำยสำมำรถร่ำง
กฎหมำยที่มีควำมซับซ้อนในระดับที่เฉพำะเจำะจงแต่ละตัวบุคคลอย่ำง
ละเอียด โดยปรำกฏกำรณ์นี้จะเปลี่ยนแปลงขั้นตอน กระบวนกำร และ
เนื้อหำของกฎหมำยรวมไปถึงมำตรฐำนด้ำนควำมยุติธรรมตำมแบบ
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ดั้งเดิม กลำยเป็น “ควำมยุติธรรมโดยเคร่ืองจักร” ที่เปลี่ยนแปลงบทบำท
ของศำลหรือทนำยควำมอย่ำงสิ้นเชิง115  

ตัวอย่ำงของกำรน ำเทคโนโลยีปัญญำประดิษฐ์มำใช้ประกอบกำร
พิจำรณำคดใีนศำลในศำล เช่น  คดี State v. Loomis, 2016116 ซึ่ง จ ำเลยใน
คดีได้โต้แย้งว่ำกำรน ำเอำข้อมูลจำกปัญญำประดิษฐ์ ในระบบ กำรบริหำร
จัดกำรข้อมูลผู้ต้องหำเพื่อกำรก ำหนดโทษทำงเลือก (Correctional 
Offender Management Profiling for Alternative Sanctions (COMPAS)) 
มำใช้ในกำรพิจำรณำคดีไม่ชอบและไม่เป็นธรรมต่อศำลสูงของมลรัฐ
วิสคอนซิน ประเทศสหรัฐอเมริกำ โดย COMPAS จะประมวลผลข้อมูล
จำกประวัติควำมรุนแรงทำงอำชญำกรรมของบุคคล และจะสรุปผลกำร
ประเมินออกมำว่ำมีควำมเสี่ยงสูงในกำรกระท ำผิดซ้ ำหรือไม่ มำกน้อย
เพียงไร ซึ่งในคดีดังกล่ำว จ ำเลยแพ้คดี ดังนั้นเท่ำกับว่ำศำลสูงยอมรับกำร
ตัดสินใจโดยใช้ “สติปัญญำ” ของ COMPAS ซึ่งเป็นปัญญำประดิษฐ์โดย
ปริยำย117 

                                                           
115 Anthony Casey & Anthony Niblett, "The Death of Rules and Standards" (Coase-Sandor 
Working Paper Series in Law and Economics No. 738, 2015), pp.55-56. 
116 MEGAN GARBER, When Algorithms Take the Stand, The atlantic Daily, 30 June 2016, 
Retrieved 20 February 2018 from 
https://www.theatlantic.com/technology/archive/2016/06/when-algorithms-take-the-
stand/489566/ 
117 Facebook Page กุ๊กกิ๊กกฎหมำยกับอ. สมชำย 1 กุมภำพันธ์ 2018 
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ปัจจุบัน ข้อถกเถียงในเร่ืองของสิทธิ หน้ำที่ ควำมรับผิด หรือ
สถำนะภำพทำงกฎหมำยของเหล่ำผู้อำศัยในพรหมแดนเสมือนนี้ยังไม่ยุติ 
แม้ผลของกำรอภิปรำยจำกกำรทบทวนวรรณกรรมจะก็มีแนวโน้มไป
ในทำงปฏิเสธสถำนะภำพของ “สิ่งทรงภูมิปัญญำ” ในแบบเดียวกับบุคคล
ธรรมดำ เพรำะควำมแตกต่ำงของกรอบแนวคิด (Concept) และกำรมี
ตัวตน (Existent) ของมนุษย์ในโลกแห่งควำมเป็นจริงและสิ่งทรงภูมิ
ปัญญำในโลกเสมือน แต่ปฏิเสธไม่ได้เลยว่ำ กิจกรรมของผู้อำศัยใน
ดินแดนอิเล็กทรอนิกส์เหล่ำนี้มีผลกระทบต่อมนุษย์อย่ำงชัดเจน เนื่องจำก
ในปัจจุบัน มนุษย์พึ่งพำข้อมูลและค ำแนะน ำจำกระบบข้อมูลที่บริหำร
จัดกำรโดยผู้อำศัยในพื้นที่ เสมือนเหล่ำนี้  เพรำะบนพื้นฐำนของ
อินเตอร์เน็ตในปัจจุบัน ข้อมูลคือทรัพยำกรที่ส ำคัญในกำรขับเคลื่อน ทั้ง
พรหมแดนดิจิตอลและสำกล ไม่เพียงมนุษย์เท่ำนั้นที่น ำเข้ำข้อมูลสู่ Cyber 
space เซนเซอร์มำกมำยถูกติดตั้งไว้ทุกหนทุกแห่งและน ำเข้ำข้อมูลจำก
พื้นที่กำยภำพสู่พื้นที่เสมือน ด้วยระบบแบบเดียวกับ CPS อยู่ตลอดเวลำ 
แม้กระทั่งข้อมูลส่วนบุคคลของมนุษย์ในระดับชีวภำพ จึงอำจกล่ำวได้ว่ำ 
ในอนำคตอันใกล้เคร่ืองจักรจะมีควำมเข้ำใจมนุษยชำติมำกยิ่งกว่ำ
มนษุยชำติรู้จักตนเองเสียอีก  
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จำกที่กล่ำวมำในบทควำมนี้ทั้งหมด จะเห็นได้ว่ำ เคร่ืองจักร
อัจฉริยะ ปัญญำประดิษฐ์ หรือ สิ่งทรงภูมิปัญญำไซเบอร์นั้น เป็น
เทคโนโลยีที่มีแนวโน้มในกำรวิวัฒน์ตนเองในระดับที่ เหนือกว่ำ 
“สติปัญญำ” ตำมนิยำมที่มนุษย์มีควำมเข้ำใจ และก้ำวข้ำมจำกกำรเป็น
เพียง “เคร่ืองมือ” ของมนุษย์ สู่กำรมีตัวตนเคียงข้ำงมนุษย์ในฐำนะของ 
“ผู้ ช่วย”  (และอำจจะเป็น “นำย”  ของมนุษย์ ในอนำคต) ดังนั้น 
กระบวนกำรยุติธรรมอำจต้องมีกำรปรับกระบวนทัศน์ (Paradigm shift) 
ให้สอดคล้องกับกำรเปลี่ยนแปลงทำงเทคโนโลยี เพื่อส่งเสริม เฝ้ำระวั ง 
หรือก ำหนดกรอบของวิทยำกำรและคงดุลยภำพระหว่ำง “ภัยที่ต้องเฝ้ำ
ระวัง” กับ “คุณอนันต์” ของเทคโนโลยีนี้ต่อมนุษยชำติ ทั้งกำรก ำหนด
หลักเกณฑ์ทำงกฎหมำยที่เหมำะสม ใน สิทธิ หน้ำที่ ควำมรับผิด หรือ
มำตรกำรเพื่อคุ้มครองมนุษย์ จำกผลผลิตของเทคโนโลยีเหล่ำนี้ ต่ำงมี
ควำมส ำคัญไม่ยิ่งหย่อนไปกว่ำกัน  
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