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The Effectiveness of Theses Data Retrieval from ThaiLIS Using Parallel

Processing on Cluster Computer with Mapreduce Technique

Chakkrit Saengkaew '

Abstract

This research aimed to compare the speed effectiveness of thesis data retrieval between the
relational database system for theses information services in ThaiLIS (Thai Library Integrated System)
and the parallel processing system on cluster computer with different numbers of network’s nodes by
using Mapreduce technique. The research used the theses data set totally 443,694 records extracted
from TDC (Thai Digital Collection) database in ThaiLIS. The data processing was done to compare the
speed of data retrieval. It was found that the speed of relational database system consumed averagely
1.86 seconds, while the speed of parallel processing system on cluster computer with network’s nodes
at 4, 8, 12 and 16 consumed lesser time at 0.278, 0.135, 0.091 and 0.065 respectively. The research
result indicated that ThaiLIS can improve the effectiveness of theses information retrieval services from
TDC database to be faster, especially in case of the quantity of records in the database will be instantly

increasing in the future.
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$ fromlpython.parallel import Client

¢ = Client()

printc.ids
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fromlpython.parallel import Client

¢ = Client()

view = c[:]

vidw.activate()

view.run("my-thailis-mapfunction.py")
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9.6 NIATIIROLNAANTINNARALADIABUNILADS (worker)
fromlpython.parallel import Client

¢ = Client()
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