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ประสิทธิภาพการสืบค้นข้อมลูวิทยานิพนธใ์น ThaiLIS ด้วยการประมวลผล 
แบบขนานบนคลสัเตอรค์อมพิวเตอรโ์ดยใช้เทคนิคแมพ็รีดิวซ ์

 
จกัรกฤษณ์ แสงแก้ว 1 

 
บทคดัย่อ 

 
 งานวจิยันี้มวีตัถุประสงค์เพื่อเปรยีบเทยีบประสทิธภิาพดา้นความเรว็ในการสบืคน้ระหว่างการคน้ผ่าน
ระบบฐานขอ้มูลเชงิสมัพนัธ์ที่ใชใ้นการใหบ้รกิารวทิยานิพนธ์ของ ThaiLIS และวธิกีารประมวลผลแบบขนาน
บนคลสัเตอร์คอมพวิเตอร์ทีม่จี านวนโหนดแม่ข่ายทีแ่ตกต่างกนัโดยใชเ้ทคนิคแมพ็รดีวิซ์  การวจิยัใชชุ้ดขอ้มูล
วทิยานิพนธท์ีส่กดัจากฐานขอ้มลู TDC (Thai Digital Collection) ในโครงการเครอืขา่ยหอ้งสมุดในประเทศไทย 
หรอื ThaiLIS (Thai Library Integrated System) จ านวนทัง้สิ้น 443,694 เรคคอร์ด ท าการประมวลผลขอ้มูล
เพื่อเปรยีบเทยีบความเรว็ในการสบืคน้ พบว่า ระบบฐานขอ้มลูเชงิสมัพนัธ์ใชค้วามเรว็เฉลีย่ 1.86 วนิาท ีส่วน
การประมวลผลแบบขนานบนคลสัเตอรท์ีใ่ชแ้มข่า่ย 4 , 8, 12 และ 16 โหนดใชเ้วลาในการประมวลผลน้อยกว่า
อย่างชดัเจนด้วยความเร็ว 0.278, 0.135, 0.091 และ 0.065 วินาที ประสิทธิภาพด้านความเร็วการสืบค้น
เพิ่มขึ้น 85.0% , 92.73%, 95.10% และ 96.50% ตามล าดับ ผลจากการวิจัยชี้ให้เห็นว่า ThaiLIS สามารถ
ปรบัปรุงบรกิารการสบืค้นขอ้มูลวทิยานิพนธ์จากฐานขอ้มูล TDC ให้มปีระสทิธภิาพการค้นที่รวดเร็วขึ้นได้ 
โดยเฉพาะอย่างยิง่ส าหรบักรณีที่จ านวนเรคคอร์ดที่มอียู่ในฐานขอ้มูลมปีรมิาณเพิม่มากขึ้นอย่างต่อเนื่องใน
อนาคต 
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The Effectiveness of Theses Data Retrieval from ThaiLIS Using Parallel 
Processing on Cluster Computer with Mapreduce Technique 

 
Chakkrit Saengkaew 1 

 
Abstract 

 
This research aimed to compare the speed effectiveness of thesis data retrieval between the 

relational database system for theses information services in ThaiLIS (Thai Library Integrated System) 
and the parallel processing system on cluster computer with different numbers of network’s nodes by 
using Mapreduce technique.  The research used the theses data set totally 443,694 records extracted 
from TDC (Thai Digital Collection) database in ThaiLIS.  The data processing was done to compare the 
speed of data retrieval.  It was found that the speed of relational database system consumed averagely 
1.86 seconds, while the speed of parallel processing system on cluster computer with network’s nodes 
at 4, 8, 12 and 16 consumed lesser time at 0.278, 0.135, 0.091 and 0.065 respectively.  The research 
result indicated that ThaiLIS can improve the effectiveness of theses information retrieval services from 
TDC database to be faster, especially in case of the quantity of records in the database will be instantly 
increasing in the future. 
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บทน า 
ในยุคโลกาภวิตัน์นี้ ขอ้มลูขา่วสารสามารถเชื่อมโยงถงึกนัไดอ้ย่างรวดเรว็ในเสีย้ววนิาทอีย่างทีไ่ม่เคย

ปรากฏมาก่อน เทคโนโลยสีารสนเทศและการสื่อสารยงัคงตอ้งอาศยัหน่วยประมวลผลกลางเป็นพืน้ฐานส าคญั 
ส าหรบัขอ้มลูทีม่ปีรมิาณมากและจ านวนผูใ้ชท้ีส่งูขึน้ การประมวลผลดว้ยคอมพวิเตอรเ์พยีงล าพงัเครือ่งเดยีวไม่
สามารถจะรองรบัปรมิาณการค านวณที่มากขึ้นได้อกีต่อไป จงึได้มนีักวจิยัที่สนใจน าเอาคอมพวิเตอร์หลาย
เครื่องมาประมวลผลช่วยกนัเพื่อใหเ้กดิปรมิาณงานที่ท า (Throughput) ที่มากขึ้นด้วย งานวจิยัชิ้นนี้เป็นการ
น าเอาหลกัการประมวลผลแบบขนานมาใชง้านและเปรยีบเทยีบใหเ้หน็ถงึประสทิธิภาพการสบืคน้ทีส่งูขึน้ โดย
ใชข้อ้มลูวทิยานิพนธ์จาก TDC (Thai Digital Collection) ของโครงการเครอืขา่ยหอ้งสมุดในประเทศไทย หรอื 
ThaiLIS (Thai Library Integrated System)  ซึ่งถอืเป็นแหล่งทรพัยากรดา้นงานวจิยัทีส่ าคญัของประเทศไทย
ในปัจจุบนัฐานข้อมูลวทิยานิพนธ์ไทยใน TDC ยงัคงให้บริการเฉพาะสมาชิกเท่านัน้ หากพจิารณาในด้าน
ความเร็วการประมวลผลพบว่าในการสืบค้นแบบ "ส่วนใดส่วนหนึ่ง" ซึ่งเป็นการสืบค้นที่ต้องอาศัยการ
ประมวลผลที่มีประสิทธิภาพสูงพบว่า TDC ใช้เวลาประมวลผลประมาณ 1.8 วินาทีต่อทรานแซคชัน่ 
นอกจากนัน้ ในอนาคตฐานขอ้มลูวทิยานิพนธไ์ทยนี้อาจจะอนุญาตใหเ้ขา้ถงึไดโ้ดยบุคคลทัว่ไป ถงึเวลานัน้จะมี
ผูใ้ชเ้ขา้มาสบืคน้ขอ้มลูจ านวนมากและสง่ผลใหใ้ชเ้วลาในการสบืคน้มากขึน้ จนกระทัง่ไมส่ามารถรองรบัปรมิาณ
การใชง้านไดใ้นทีสุ่ด ในงานวจิยัครัง้นี้ผูว้จิยัน าเสนอวธิกีารหนึ่งทีช่่วยลดเวลาในการประมวลผล โดยใชแ้นวคดิ
ของแมพ็รดีวิซแ์ละการประมวลผลแบบขนานบนคลสัเตอรค์อมพวิเตอร ์

วตัถปุระสงคก์ารวิจยั 
การวจิยันี้มวีตัถุประสงค์เพื่อเปรยีบเทยีบประสทิธภิาพดา้นความเรว็ในการสบืคน้ขอ้มูลวทิยานิพนธ์

จ านวนมากจากฐานข้อมูล TDC ระหว่างการสืบค้นผ่านระบบฐานข้อมูลเชิงสัมพันธ์แบบปกติ และการ
ประมวลผลแบบขนานบนบนคลสัเตอร์คอมพิวเตอร์ที่มจี านวนโหนดแม่ข่ายที่แตกต่างกัน โดยใช้เทคนิค
แมพ็รดีวิซ์ 

ขอบเขตการวิจยั 
การวจิยันี้มขีอบเขตในการศกึษาประสทิธภิาพของการสบืคน้ โดยเน้นที่ความเรว็ในการประมวลผล

ดว้ยการสบืคน้แบบ "สว่นใดสว่นหนึ่ง" จากค าสัง่ Like ภายในภาษา SQL ของระบบฐานขอ้มลูเชงิสมัพนัธ์และ
เปรยีบเทยีบกบัความเรว็ในการประมวลผลแบบขนานบนคลสัเตอร์คอมพวิเตอร์ทีม่จี านวนโหนดแม่ขา่ย 4, 8, 
12 และ 16 โหนดตามล าดบั โดยทีชุ่ดขอ้มลูทีเ่กบ็บนคลสัเตอรถ์ูกจดัใหอ้ยูใ่นรปูแบบของบิก๊เทเบิล้ (Bigtable) 

ทฤษฎีท่ีเก่ียวข้อง 

1. แมพ็รีดิวซ ์(Mapreduce) 
 แมพ็รดีวิซ์เผยแพร่เป็นครัง้แรกโดยบรษิทักูเกิ้ลเพื่อใชส้ าหรบัการประมวลผลแบบขนาน โดยกระจาย
งานไปยงัคอมพวิเตอรแ์ม่ข่ายเพื่อใหท้ าการประมวลผลพรอ้มกนั (Map) และน าผลลพัธ์ทีผ่่านการประมวลผล
จากแมข่า่ยมารวมกนัดว้ยการท ารดีวิซ ์(Reduce) โดยค าสัง่ map และ reduce (Dean and Ghemawat, 2008)
เป็นแนวคดิของการโปรแกรมเชงิฟังก์ชัน่ (Functional programming) และเป็นค าสัง่พืน้ฐานของภาษาไพธอน
(Python programming language) (Samimi, 2013) โดยหลกัการท างานเป็นการรวมกนัของตวัแมพ็ (Mapper) 
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และตวัรดีวิเซอร์ (Reducer) ทีท่ างานร่วมกนัเพื่อประมวลผลขอ้มูล โดยทีต่วัแมพ็จะประมวลผลขอ้มูลดบิและ
เกบ็ขอ้มลูไวใ้นรูปของคยีแ์ละค่าขอ้มลู (Key/Value) ซึ่งจะเรยีกผลลพัธท์ีอ่ยูร่ะหว่างการประมวลผลซึง่ยงัไมไ่ด้
ผลลัพธ์ ( Intermediate results) ในขัน้ตอนสุดท้ายตัวรีดิวเซอร์จะท าการรวมผลลัพธ์ที่อยู่ระหว่างการ
ประมวลผลก่อนไดผ้ลลพัธเ์พือ่สรา้งเป็นผลลพัธส์ุดทา้ย 

ค าสัง่ map และ reduce ภายในภาษาไพธอนแสดงไดด้งันี้ 
  >>> def adder(x,y): return x+y 
  >>> map(adder, [4,7,9], [2,1,3]) ซึง่มผีลลพัธเ์ท่ากบั [6, 8, 12] 

ค าสัง่ reduce เป็นการรวมผลลพัธ ์เชน่ reduce(adder, [6, 8, 12]) ผลลพัธม์คีา่ : 26 
ค าสัง่ lambda เป็นการสรา้งฟังก์ชัน่ขณะโปรแกรมท างาน โดยไม่ต้องก าหนดฟังก์ชัน่ก่อนเหมอืนการ

ประกาศใชฟั้งกช์ัน่โดยทัว่ไป มคีวามยดืหยุน่สงู เรยีกอกีชื่อหนึ่งวา่ Anonymous function แสดงตวัอยา่งการใช ้
lambda ดว้ยภาษาไพธอน เชน่ adder = lambda x,y:x+y จากนัน้สามารถเรยีกใชฟั้งกช์ัน่ adder() ไดโ้ดยตรงในขณะที่
โปรแกรมก าลงัท างานแบบเรยีลไทม ์เชน่ map(lambda x,y:x+y, [4,7,9], [2,1,3]) ซึง่มคีา่ผลลพัธเ์ป็น [6, 8, 12]  

 2. บ๊ิกเทเบ้ิล (Bigtable) 
 บิก๊เทเบิล้เป็นตารางการเกบ็ขอ้มลูทีม่โีครงสรา้ง (Structureddata) ทีไ่ดร้บัการเผยแพรโ่ดยบรษิทักเูกิล้ 
ออกแบบเพือ่ใหส้ามารถขยายขนาดของขอ้มลูออกไปไดไ้มจ่ ากดั สามารถเกบ็ขอ้มลูขา้มแมข่า่ยหลายพนัเครื่อง
เขา้ดว้ยกนั (Changet al., 2008) กูเกิ้ลมแีอพลเิคชัน่มากกว่า 60 รายการที่ใชโ้ครงสรา้งของบิก๊เทเบิ้ล ไดแ้ก่ 
ดัชนีเว็บ (Web indexing), Google Earth และ Google Finance เผยแพร่ใน ACM-TCM 2008 บิ๊กเทเบิ้ล
ประสบผลส าเรจ็อย่างสูงเนื่องจากขอ้มูลที่ใชม้คีวามยดืหยุ่น และน าไปใชใ้นการแก้ปัญหาในงานด้านต่าง ๆ 
อยา่งมปีระสทิธภิาพ (รปูที ่1) 
 

 
 

รปูที ่1  แสดงตวัอยา่งของขอ้มลูทีเ่กบ็เนื้อหาขอ้มลูของหน้าเวบ็ในบิก๊เทเบิล้ 

 3. Message Passing Interface (MPI) 
 MPI ย่อมาจาก  Message Passing Interface ซึ่ ง เ ป็นชุ ดค าสั ง่  API (Application Programming 
Interface) ส าหรบัภาษา C/C++ และ FORTRAN เพื่ออนุญาตใหค้อมพวิเตอรใ์นเครอืขา่ยสามารถประมวลผล
แบบขนานไดโ้ดยในตอนแรก MPI เน้นที่การกระจายหน่วยความจ า (Distributed memory) กบัคอมพวิเตอร์
ภายในคลสัเตอร์ ต่อมาได้มกีารเพิม่ความสามารถในการกระจายและแบ่งหน่วยความจ าร่วมกนั (Shared 
memory) ในปัจจุบันมีไลบรารี่ส าหรบั MPI หลายตัว อาทิ OpenMPI, MPICH, HP-MPI, Intel MPI เป็นต้น 
(Graham et al., 2006) 
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  4.  การสร้างดีสโตร (Distro) 
 คลสัเตอร์คอมพิวเตอร์แต่ละตัวจะต้องถูกติดตัง้โปรแกรมตลอดจนการก าหนดค่าต่าง ๆ ภายใน
ระบบปฏบิตักิารและมลีกัษณะคลา้ยคลงึกนักบัโหนดอื่น ๆ ดงันัน้ การจดัการสรา้งดสีโตร (Distro) เพื่อใหไ้ด้
ผลลพัธ์เป็นไฟล์ .ISO และสามารถน าไปบูต (Boot) กบัแต่ละโหนดได้ด้วยระบบปฏิบตัิการและซอฟต์แวร์
จดัการต่าง ๆ แบบเดยีวกนั เป็นวธิหีนึ่งทีม่คีวามสะดวกและมปีระสทิธภิาพ ซอฟตแ์วรท์ีใ่ชส้รา้งดสีโตรมหีลาย
ตัว ได้แก่ RemasterSys และ SystemBack ในงานวิจัยนี้ เลือกใช้โปรแกรม SystemBack ซึ่งมาพร้อมกับ
ระบบปฏบิตักิาร Linux Lite ใชง้านไดโ้ดยไมเ่สยีค่าใชจ้่ายเกีย่วกบัลขิสทิธิแ์ละอยูใ่นกลุ่มโอเพน่ซอรส์ (Rezkalla 
et al., 2015) 

  5.  การประมวลผลแบบขนาน 
 การประมวลผลแบบขนาน ใชห้ลกัการของ Threading API ใน Symmetric multiprocessing (Martens, 
2003) ส่วนใหญ่ใช ้process สรา้งฟังก์ชัน่ เช่น Unix fork system call ส าหรบัไลบรารีท่ีส่นับสนุน Symmetric 
multiprocessing ไดแ้ก่  
 (1) Disp เป็น python module ส าหรบัการประมวลผลพรอ้มกนั โดยก าหนดตารางงานดว้ยพารามเิตอร์
ในรปูแบบ SIMD ท าใหเ้กดิประสทิธภิาพและความสามารถในการขยายระบบออกไปได ้

(2) Delegate เป็น fork based process สรา้งดว้ย pickled data สง่ผา่นขอ้มลูดว้ย pipes 
 (3) Forkmap เป็น fork-based process creation ใชฟั้งกช์ัน่ map (unix, mac, cygwin) 
 (4) POSH เป็น python object sharing อนุญาตให ้object ต่าง ๆ เกบ็ไวใ้น shared memory ท างาน
ใน posix/unix/linux เทา่นัน้ 
 (5) Pp(Parallel python) เป็น process based ท างานด้วย job-oriented solution กบั cluster ท างาน
ในระบบปฏบิตักิาร windows, linux, unix และ mac  
 (6) Pprocess (เป็นเวอรช์ัน่ก่อนหน้าของ parallel/process) ท างานเป็น fork-based process creation 
ดว้ยวธิ ีasynchronous channel-based communication ใชข้อ้มลูแบบ pickled data 
 (7) Processing เป็น process-based ใชท้ัง้ fork บน unix หรอื subprocess module บนวนิโดวส ์สรา้ง
เป็น API เหมอืน standard library threading API ทีม่กีารเตรยีมออ็บเจค็เกีย่วกบั queues และ semaphores  
 (8) PySCP เป็นsequential processes ท างานในภาษาไพธอนที่อนุญาตให้สร้าง processes และ 
synchronized ได ้ 
 (9) remoteD เป็น fork-based process creation ท างานกบัตวัแปรชนิดดิกชนันารใีนภาษาไพธอน 
(Fu et al., 2016; Crampton and Khambhammettu, 2008) 

6. Cluster Computing 
 สถาปัตยกรรมคลสัเตอร์ (Cluster architecture) มคีวามสามารถในการขยายการประมวลผล (High 
scalability) และการใช้ทรพัยากรร่วมกัน (Shared resource) เกี่ยวข้องกับเทคโนโลยีการประมวลผลแบบ
กระจาย (Distributed computing technologies) ประกอบดว้ยไลบรารีต่่าง ๆ ไดแ้ก่ 
 (1) Batchlib เป็นdistributed computation system ท างานเกี่ยวกับการเลือก processing service 
ปัจจุบนัไมม่กีารพฒันาต่อแลว้ 
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 (2) Celery เป็น distributed task queue ท างานบน distributed message passing  
 (3) Deap เป็นการพฒันาอัลกอริทึมที่ประกอบด้วยโมดูล parallelization ที่ชื่อว่า DTM ย่อมาจาก 
Distributed Task Manager ชว่ยประมวลผลขนานบนคลสัเตอร ์
 (4) Discoเป็นการใช ้map-reduce โดยบรษิทัโนเกยี ไดร้บัแรงบนัดาลใจจาก Google mapreduce และ 
Apache hadoop 
 ( 5 )  Distributed Python เ ป็ น  simple python distributed computing framework ใ ช้  SSH แ ล ะ 
multiprocessing และ subprocess modules ท างานที่ top level สามารถสงัเคราะห์รายการค าสัง่และน าไป
ประมวลผล (executed) ใน parallel และท างานใน Python 2.6 และ 3.0 
 (6) Exec_Proxy เป็นระบบส าหรบัการประมวลผล arbitary program และ transferring files โครงการ
นี้ยตุกิารพฒันาแลว้ 
 (7) ExecNet เป็น asynchronous execution ส าหรบั client-provided core fragments  
 (8 )  Ipython เ ป็น  Ipythonshell สนับส นุน  interactive parallel computing ข้าม  multiple Ipython 
instances (Bernard, 2013) ผู้วจิยัเลอืกใช้ Ipython ส าหรบัโครงการวจิยัการเปรยีบเทยีบประสทิธิภาพการ
ประมวลผลแบบขนานบนคลัสเตอร์คอมพิวเตอร์  โดยใช้เทคนิคแม็พรีดิวซ์กับข้อมูลวิทยานิพนธ์ไทยใน
ฐานขอ้มูล TDC ของโครงการเครอืข่ายหอ้งสมุดในประเทศไทย (ThaiLIS-Thai Library Integrated System) 
(Office of Information Technology Administration for Educational Development, 2017) 
 (9) JuG เป็น task based parallel framework 
 (10) MPI4Py เป็น MPI-based solution  
 (11) NetWorkSpace เดมิชือ่ Lindspaces สนบัสนุนภาษาไพธอน 
 (12) PaPY เป็น parallel และ distributed work flow engine (RpyC) และการใช ้imap 
 (13) Papyros เป็น lightweight master-slave based parallel processing โดย clients จะสง่งานไปยงั
เครือ่งมาสเตอร ์และใช ้multiple threads และ multiple processes ภายใน hosts ผา่น PyRO 
 (14) PP (Parallel Python) เป็นโมดูลภาษาไพธอนที่เตรยีมกลไกส าหรบั parallel execution ส าหรบั 
ไพธอนโคด้บน SMP (System with Multiple Processors) หรอื cores และคลสัเตอรผ์า่นเน็ตเวริก์ 
 (15) PyLinda เป็น distributed computing โดยใช ้tuple spaces 
 (16) PyMPI ท างานบน MPI-based solution 
 (17) PyPar เป็น numberic python และ MPI-based solution 
 (18)  PyPastSet เป็น tuple-based structured ท างานบน distributed shared memory system ใน
ภาษาไพธอนโดยใช ้Pyro framework 
 (19) PyPVM เป็น PVM-based solution 
 (20) PyNPVM เป็น PVM-based solution ส าหรบัการค านวณเชงิตวัเลขดว้ย NumPy 
 (21) PyRO เป็น Python remote object ท างานใน distributed object system โดยผา่นเน็ตเวริก์และ 
ออ็บเจค็ทีแ่บง่ไปยงัคอมพวิเตอรอ์ื่น ๆ บนเน็ตเวริก์ 
 (22) Rthread เป็น distributed computing ท างานผา่น SSH  
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 (23) Scientific Python เป็นแพคเกจย่อยส าหรบังานประมวลผลขนาน ไดแ้ก่ 1) Scientific distributed 
computing master slave สรา้งโดย master-slave model ทีต่วัมาสเตอร์จะส่งความตอ้งการค านวณและจะถูก
ประมวลผลโดย slave processes มีข้อดีคือท างานได้หลาย ๆ โปรเซสลูก  แต่ไม่เหมาะกับแอพลิเคชัน่
ประมวลผลขนานที่มีขนาดใหญ่และท างานในลกัษณะโมดูล 2) Scientific BSP เป็นอ็อบเจ็คส าหรบั Bulk 
synchronous parallel (BSP) model ส าหรับการประมวลผลแบบขนาน มีข้อดีคือ ท างานบน message 
passing และเป็น deadlocks ท างานไดก้บัทุกแพลตฟอรม์ทีม่ ีMPI library หรอื BSPlib 3) Scientific MPI เป็น
ระบบโต้ตอบระหว่าง MPI ที่เน้นการรวมภาษาไพธอนและภาษาซีโดยใช้ MPI ผ่าน PyPAR และ PyMPI 
เหมาะกบัการท างานประมวลผลตวัเลขกบัทุกแพลตฟอรม์ทีม่ ีMPI library  
 (24) SCOOP (Scalable Concurrent Operations in Python) เป็น distributed task module ที่ท างาน
พรอ้ม ๆ กนัในสภาพแวดลอ้มทีต่่างกนั (Heterogenous grids)  
 (25) Seppo ท างานบน PyRO mobile code มกีลไกแมพ็ฟังกช์ัน่แบบท างานขนานพรอ้มกนั  
 (26) Star-P เป็นแพลตฟอรม์ส าหรบัการประมวลผลขนานทีโ่ตต้อบกบัผูใ้ชแ้บบอนิเตอรแ์อคทฟีผา่นเชลล ์
 (27) Superpy เป็นไลบรารีภ่าษาไพธอนสามารถประมวลผลขา้มคลสัเตอรห์รอืโปรเซสในคอมพิวเตอร์
เครื่องเดยีว ขอ้เด่นคอื 1) ส่งงานไปยงัรโีมทหรอืเครื่องเดยีวกนัดว้ย XML RPC call 2) มกีราฟิกอนิเตอร์เฟส
เพื่อตรวจสอบและยุตกิารท างานของ tasks 3) มกีราฟิกอนิเตอรเ์ฟสส าหรบัเรยีก task ต่าง ๆ ไดใ้นทุกชัว่โมง
หรอืตามทีก่ าหนด 4) ท างานภายในระบบปฏบิตักิารไมโครซอฟต์วนิโดวสเ์ป็น windows service 5) ขอ้มลูเขา้
และออกเป็นไพธอนออ็บเจค็ทีใ่ชแ้พคเกจ pickle 6) พฒันาขึน้จากภาษาไพธอนลว้น 7) สนับสนุนการท า load 
balance เพือ่สง่งานไปยงัแมข่า่ยทีเ่หมาะสมทีสุ่ดในขณะนัน้  

 7. การประมวลผลในกลุ่มเมฆ (Cloud Computing) 
 การประมวลผลในกลุ่มเมฆคลา้ยกบัการประมวลผลคลสัเตอร์ ยกเวน้แหลง่ทรพัยากรต่าง ๆ ซึง่จดัการ
ผ่านผู้ให้บรกิาร (Sobie et al., 2013) โดยไม่ต้องซื้อและติดตัง้ฮาร์ดแวร์ และพฒันาบนเวิร์คโหลดที่ท างาน
พรอ้ม กนัจ านวนมาก อกีทัง้มรีาคาถูกและงา่ยกวา่ ไดแ้ก่ (1) Google App Engine สนับสนุนภาษาไพธอน (2) 
PiCloud เป็น Cloudcomputing platform ที่รวมภาษาไพธอนและอนุญาตให้นักพัฒนาสามารถค านวณ 
Amazon web service (AWS) (3) StartCluster เป็นเครื่องมอืการค านวณแบบคลสัเตอร์ส าหรบั AWS cloud
ออกแบบใหใ้ชง้านง่ายและจดัการคลสัเตอร์ต่าง ๆ ในลกัษณะคอมพวิเตอร์เสมอืนบน Amazon’s EC2 cloud 
ชว่ยใหส้รา้งคลสัเตอรไ์ดง้า่ยโดยเพิม่และลบโหนดต่าง ๆ ทีก่ าลงัท างานอยูไ่ด ้

 8. การประมวลผลกริด (Grid Computing)  
 การประมวลผลกรดิประกอบดว้ยไลบรารีต่่าง ๆ ทีส่นับสนุนภาษาไพธอน ไดแ้ก่ (1) Ganga เป็นการ
โตต้อบระหวา่งกรดิทีพ่ฒันาโดย ATLAS และ LHCb จาก CERN (2) PEG เป็นสว่นขยายส าหรบัประมวลผล 
กรดิดว้ยภาษาไพธอน (3) PyGlobus เป็นโปรเจค็ python core ส าหรบัระบบกรดิ (Vestal et al., 2007) 

 9. การใช้งาน Ipython Notebook 
 ในการวจิยันี้ ใชก้ารประมวผลผลแบบขนานดว้ย Ipython notebook ดงันี้ 

  9.1 การสรา้งโพรไฟล์ส าหรบัเครื่องมาสเตอร์ (Master profile) ส าหรบัเครื่อง master จะต้องท า
การสรา้งโพรไฟล์ เพื่อน าค่าโพรไฟลส์่งไปใหค้ลสัเตอร์คอมพวิเตอร์ภายในระบบเน็ตเวริก์ ในตวัอย่างนี้ ตัง้ชื่อ
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วา่ mycluster ดว้ยค าสัง่ $ ipython profile create --parallel --profile=mycluster จากนัน้เรยีก ipcontroller โดย
ระบุโพรไฟล์และไอพขีองคอนโทรลเลอร์ ด้วยค าสัง่  $ ipcontroller --profile=mycluster --ip=192.168.1.111 
เ มื่ อ สร้ าง โพรไฟล์ โปรแกรมจะสัง เคราะห์ ไฟล์ ต่ าง  ๆ  เพื่ อ ใช้ก าหนดค่ าต่ าง  ๆ  ในโฟลเดอร์  
~/.ipython/profile_mycluster/ ใหท้ าการคดัลอกไฟล ์ipcontroller-engine.json ภายใตโ้ฟลเดอรด์งักล่าวไปเกบ็ไว้
ในแต่ละคลสัเตอรค์อมพวิเตอรท์ุก ๆ เครือ่งทีต่อ้งการจะเชือ่มเขา้เป็นคลสัเตอร์คอมพวิเตอรข์องเน็ตเวริก์ 

  9.2 การสรา้งเครื่องงานหรอืโหนด (workers) ในการสรา้งเครื่องงานจะตอ้งท าการสรา้งโพรไฟล์
เหมอืนกบัในเครื่องมาสเตอร ์ดว้ยค าสัง่ $ ipython profile create --parallel --profile=mycluster หลงัจากสรา้ง
โพรไฟลเ์สรจ็เรยีบรอ้ย ท าการคดัลอกไฟล์ ipcontroller-engine.json จากเครื่องมาสเตอรม์าเกบ็ไวภ้ายในคลสั
เตอรค์อมพวิเตอร ์และเรยีกค าสัง่ $ ipengine --profile =mycluster --file=ipcontroller-engine.json 

  9.3 การควบคุมคลสัเตอร์คอมพวิเตอร์จากเครื่องมาสเตอร์ เรยีกใช้ค าสัง่ ipython notebook --
profile=mycluster หรอื ipythonqtconsole --profile=mycluster หากตอ้งการควบคุมผ่านหน้าเวบ็หรอืคอนโซล
ตามล าดบั 

  9.4 การเพิม่เครื่องโหนดเขา้สู่ระบบคลสัเตอร์ จ าเป็นตอ้งรโีมทเขา้ไปยงัคลสัเตอร์คอมพวิเตอร์ที่
ต้องการน ามาเชื่อมเข้ากบัคลสัเตอร์ โดยด าเนินการตามขัน้ตอนที่ผ่านมาเพื่อเพิม่คลสัเตอร์คอมพวิเตอร์ 
(worker) เมื่อด าเนินการเรยีบรอ้ยแลว้จะพบว่ามคีลสัเตอร์คอมพวิเตอร์ทีเ่ชื่อมต่อเขา้มาแสดงรายละเอยีดดว้ย
ค าสัง่ 

$ fromIpython.parallel import Client 
c = Client() 
printc.ids 
[0, 1, 2, 3] 
ในตวัอยา่งแสดงใหเ้หน็วา่มกีารเชือ่มต่อโหนดจ านวน 4 โหนด 

  9.5 การสง่ค าสัง่ไปยงัคลสัเตอรค์อมพวิเตอรเ์พือ่ประมวลผลสครปิตใ์ชค้ าสัง่ ดงันี้ 
fromIpython.parallel import Client 
c = Client() 
view = c[:] 
vidw.activate() 
view.run("my-thailis-mapfunction.py") 

  ตวัแปร view หมายถงึเครื่องคลสัเตอร์คอมพวิเตอรท์ีใ่ชง้านขณะนี้ ก าหนดดว้ย c[:] หมายถงึ ทุก
เครื่องทีเ่ป็นสมาชกิภายในตวัแปรคลสัเตอร ์สว่นตวัแปร view.activate() เป็นการเรยีกให ้worker เตรยีมพรอ้ม
รบัค าสัง่เพื่อน าไปประมวลผล ในขณะที่ค าสัง่  view.run() เป็นการให้ worker แต่ละเครื่องน าสคริปต์ "my-
thailis-mapfunction.py" ไปท างานบนเครือ่งของตนเอง 

  9.6 การตรวจสอบผลลพัธจ์ากคลสัเตอรค์อมพวิเตอร ์(worker) 
fromIpython.parallel import Client 
c = Client() 
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view.c[:] 
view.activate() 
adder = lambda(adder a,b:a+b) 
ans = c[0].apply(adder,3,2) 
ifans.ready(): 
printans.result 

  ในตวัอยา่งน้ีสรา้ง Anonymous function ชือ่ adder ดว้ยค าสัง่ lambda โดยก าหนดพารามเิตอร ์2 
ตวั เมือ่ก าหนดใหต้วัแปร ans เท่ากบั c[0].apply(adder,3,2) หาก worker 0 ท างานเสรจ็แลว้ซึง่ตรวจสอบดว้ย
ค าสัง่ ready() หากประมวลผลเสรจ็แลว้จะคนืคา่เป็นผลลพัธจ์ากการประมวลผลดว้ยชื่อตวัแปร result  
ภายในออ็บเจค็ ans 

  9.7 การควบคุมให้ทุกโหนด (worker) ท าการอิมพอร์ตโมดูลด้วยค าสัง่  sync_import() โดย
ตวัอย่างต่อไปนี้แสดงการสัง่ใหทุ้กคลสัเตอร์คอมพวิเตอร์ท าการอมิพอรท์โมดูล random และ time เขยีนค าสัง่
ได ้ดงันี้ 

fromIpython.parallel import Client 
c = Client() 
view.c[:] 
view.activate() 
with c[:].sync_imports(): 
import random, time 

  9.8 การแบ่งขอ้มลูไปยงัแต่ละคลสัเตอร์คอมพวิเตอร์เท่า ๆ กนั โดยเครื่องสุดทา้ยจะไดร้บัเฉพาะ
ขอ้มูลส่วนที่เหลอืเท่านัน้ ในตวัอย่างนี้สรา้งตวัเลข 30 ชุดและกระจายไปยงั worker อย่างละเท่า ๆ กนัด้วย
ค าสัง่ view.scatter('ans', range(30)) นอกจากนัน้ ในการแสดงคา่ขอ้มลูทีอ่ยูบ่นคลสัเตอร์คอมพวิเตอรแ์ต่ละตวั
จะใชค้ าสัง่ view['ans']  โดยทีต่วัแปร ans เป็นผลลพัธท์ีอ่ยูบ่นแต่ละคลสัเตอรค์อมพวิเตอร ์

  9.9 การรวมผลลพัธด์ว้ยค าสัง่ gather ดงันี้ view.gather('ans').result 

  9.10 การใช ้Magic %px คอื Parallel execution หรอืการสัง่ให ้view หรอื worker ทุกตวัท าค าสัง่
ทีร่ะบุลงไปดว้ยค าสัง่ %px open("example.txt",'w').write("Hello World") โดยทีค่ าสัง่ %px เป็นการสัง่ใหทุ้ก ๆ  
worker เขยีนค าวา่ "Hello World" ลงในไฟลช์ือ่ "example.txt" ทีอ่ยูบ่นโลคอลดสิคข์องแต่ละโหนด 

การด าเนินการวิจยั 
 งานวจิยันี้เป็นการวจิยัปฏบิตักิาร โดยการเขยีนโปรแกรมคอมพวิเตอรเ์พือ่คน้หาวธิกีารใหมใ่นการเพิม่
ประสทิธภิาพการสบืคน้ขอ้มูลจากฐานขอ้มูลขนาดใหญ่ ดว้ยการใชเ้ทคโนโลยขีัน้สูงเพื่อการประมวลผลแบบ
ขนานบนคลสัเตอรค์อมพวิเตอรท์ีม่จี านวนโหนดแมข่า่ยทีแ่ตกต่างกนั โดยใชเ้ทคนิคแมพ็รดีวิซ์ มขี ัน้ตอนในการ
ด าเนินการดงันี้ 
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1. การพฒันาคอมพวิเตอรค์ลสัเตอร์ดว้ยการเชื่อมต่อคอมพวิเตอรค์ลสัเตอรจ์ านวน 16 โหนดเขา้กบั
อุปกรณ์เน็ตเวริก์ดว้ยความเรว็ 100 Mbps  

2. การตดิตัง้ระบบปฏบิตักิารลงบนคลสัเตอร์คอมพวิเตอร์ดว้ยระบบปฏบิตักิาร Linux Lite เวอร์ชัน่ 
2.8 และโปรแกรม IPython ลงบนคลสัเตอรค์อมพวิเตอรท์ัง้หมด โดยสรา้งเป็นดสีโตร (Distro) เพือ่น าไปใชเ้ป็น
ระบบปฏบิตักิารในรปูของไฟล ์.ISO ซึง่สามารถบตูดว้ย CD/DVD หรอื USB ได ้

การแบ่งไฟล์ไปเก็บไว้ยังคลัสเตอร์คอมพิวเตอร์แต่ละเครื่อง โดยจะแบ่งไฟล์เป็นส่วน ๆ ตาม
จ านวนคลสัเตอร์คอมพวิเตอร ์เช่น หากใชค้ลสัเตอร์คอมพวิเตอรจ์ านวน 4 โหนดจะแบ่งฐานขอ้มลูวทิยานิพนธ์
เป็น 4 สว่นในโครงสรา้งของบิก๊เทเบิล้และกระจายไฟลไ์ปเกบ็ยงัแต่ละโหนด ในท านองเดยีวกนั หากคลสัเตอร ์
16 โหนด จะท าการแบง่ขอ้มลูออกเป็น 16 สว่น แต่ละสว่นมขีนาดใกลเ้คยีงกนัและกระจายไปยงัแต่ละคลสัเตอร์
คอมพวิเตอร์ (รูปที่ 2) ตวัอย่างรูปแบบของบิ๊กเทเบิ้ล ดงันี้  “การเขยีนโปรแกรมภาษาไพธอนด้วยตนเอง |
จักรกฤษณ์ แสงแก้ว|chakkrit@msu.ac.th| อธิบายการเขียนโปรแกรมโดยใช้ภาษาไพธอน |”ส านักพิมพ์ 
สสท|2549|” โดยทีแ่ต่ละหลกัจะคัน่ดว้ยเครือ่งหมาย | และแต่ละแถวจะคัน่ดว้ยเครือ่งหมายขึน้ตน้บรรทดัใหม่ 

 

 
รปูที ่2 แสดงระบบคลสัเตอรท์ีใ่ชใ้นงานวจิยัจ านวน 16 โหนด 

 

3. การเขียนโปรแกรมภาษาไพธอนเพื่อรับค่าค าค้นและกระจายค าค้น ไปยังแต่ละคลัสเตอร์
คอมพวิเตอร์ด้วยแมพ็ฟังก์ชัน่ เมื่อแต่ละโหนดส่งผลลพัธ์ของการสบืคน้กลบัมาจะน าผลลพัธ์มารวมกนัดว้ย
รดีวิซ์ฟังกช์ัน่ โดยจะท าการจบัเวลาทีใ่ชต้ัง้แต่เริม่ใชฟั้งกช์ัน่แมพ็ และจนกระทัง่ถงึการสิน้สุดรดีวิซ์ฟังกช์ัน่ของ
แต่ละรอบการสบืคน้ ตวัอย่าง การส่งงานไปยงัเครื่องงานหรอืคลสัเตอร์คอมพวิเตอร์ (worker) ใชค้ าสัง่ map 
โดยสรา้งฟังก์ชัน่ lambda ซึ่งเป็นฟังก์ชัน่ทีส่ามารถสรา้งในขณะทีโ่ปรแกรมก าลงัประมวลผลแบบเรยีลไทมไ์ด ้
ดว้ยค าสัง่ map(lambda x:'การเรยีน' in x, [open('data/xab','r').read()]) ซึ่งตวัอย่างนี้หมายถงึการคน้หาค าว่า 
“การเรยีน” ในไฟลท์ีอ่ยูบ่นแต่ละโหนด โดยจะคนืค่าเป็นจ านวนทีพ่บ หลงัจากนัน้น าผลลพัธข์องแต่ละโหนดมา
รวมกนัดว้ยฟังกช์ัน่รดีวิซ ์จะไดเ้ป็นจ านวนทีพ่บทัง้หมดในทุกโหนด (รปูที ่3) 
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รปูที ่3 แสดงสถาปัตยกรรมแมพ็รดีวิซภ์ายในคลสัเตอรส์ าหรบัการสบืคน้ดาตา้เซต็วทิยานิพนธ ์TDC 
 

4. การสบืคน้ขอ้มลูวทิยานิพนธจ์ากฐานขอ้มลู TDC  
 4.1 แนวคิดในการสบืค้นคือ การใช้แม็พรีดิวซ์ร่วมกบัการประมวลผลแบบขนานซึ่งท างานบน
ระบบคลสัเตอร ์โดยท าการจดัเกบ็ขอ้มลูใหอ้ยูใ่นรปูแบบบิก๊เทเบิล้ ซึง่เป็นโครงสรา้งทีเ่กบ็ขอ้มลูหลาย ๆ ฟิลดท์ี่
ประกอบกนัเป็นเรคคอรด์ทีอ่ยู่ในระบบฐานขอ้มลูเชงิสมัพนัธ ์ใหอ้ยู่ในบรรทดัเดยีวกนัโดยคัน่ดว้ยเครื่องหมาย 
pipe ( | ) จากนัน้ท าการแบ่งขอ้มลูทีอ่ยู่ในบิก๊เทเบิ้ลเป็นส่วน ๆ และกระจายไปเกบ็ไวย้งัคอมพวิเตอรโ์หนดที่
อยูภ่ายในคลสัเตอรเ์ขยีนโปรแกรมดว้ยแมพ็รดีวิซ ์เพือ่สง่ความตอ้งการไปยงัคลสัเตอรค์อมพวิเตอรแ์ต่ละตวัซึง่
เรยีกขัน้ตอนนี้ว่าการ map เมื่อคลสัเตอร์คอมพวิเตอร์ได้รบัค าสัง่จะท าการค้นขอ้มูลเฉพาะในชิ้นส่วนที่ตน
รับผิดชอบซึ่งมีขนาดเล็กไม่ใช่ฐานข้อมูลทัง้ชุด จึงท าให้การค้นหาท าได้รวดเร็ว หลังจากนัน้คลัสเตอร์
คอมพิวเตอร์จะท าการส่งผลลัพธ์ของการสืบค้นออกมาเป็นจ านวนที่พบ ในขัน้ตอนนี้ เรียกว่าการ รีดิวซ์ 
(Reduce) ส าหรบัการเลอืกใชค้ าคน้เพื่อทดสอบความเรว็ในการสบืคน้ เลอืกโดยการสุ่มเลอืกจากค าค้นจาก
โปรแกรมตัดค าภาษาไทยโดยใช้หัวข้อวิทยานิพนธ์ทัง้หมดมาท าการตัดค าภาษาไทยจากนัน้ท าให้เป็น
เอกลกัษณ์ไมม่คี าซ ้ากนัและเลอืกดว้ยค าคน้ดว้ยวธิกีารสุม่ 

4.2 วธิกีารและขัน้ตอนประกอบดว้ย (1) การแปลงขอ้มลูเชงิสมัพนัธใ์หอ้ยูใ่นโครงสรา้งบิก๊เทเบิล้ (2) 
ท าการแบง่ขอ้มลูออกเป็นสว่น ๆ แต่ละสว่นน าไปเกบ็ไวบ้นคลสัเตอรค์อมพวิเตอร ์(3) ก าหนดค าสัง่และใหค้ลสั
เตอร์คอมพิวเตอร์ร่วมกันประมวลผลด้วย map(lambda x:'ค าค้น ' in x, [open('data/xab','r').read()]) ซึ่ง
ตวัอยา่งนี้ คอืการคน้หาค าวา่ "ค าคน้" ในไฟลท์ีอ่ยูบ่นแต่ละโหนดเมือ่คลสัเตอรค์อมพวิเตอรป์ระมวลผลเสรจ็จะ
คนืค่าเป็นจ านวนทีพ่บ หลงัจากนัน้น าผลลพัธข์องแต่ละโหนดมารวมกนัดว้ยฟังก์ชัน่รดีวิซ์ จะไดเ้ป็นจ านวนที่
พบทัง้หมดในทุกโหนด 

4.3 วธิกีารบนัทกึเวลาในการประมวลผลใช้การจบัเวลาด้วยค าสัง่  %time ใน IPython notebook 
และเริม่ตน้โหลดหน้าเวบ็ทีใ่สค่ าคน้ลงไปพรอ้มกบัยอูารแ์อลรเีควส (URL request) เมือ่สิน้สดุการโหลดหน้าเวบ็
โปรแกรมจะรายงานเวลาที่ใช้ทัง้หมดในโหลดขอ้มูล ซึ่งเป็นเวลาที่ใช้ประมวลผลจากนัน้ท าการทดสอบซ ้า 
หลาย ๆ รอบ และน าผลลพัธเ์วลาทีใ่ชท้ าการค านวณหาคา่เฉลีย่ของความเรว็ในการสบืคน้ของแต่ละค า 
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สรปุผลการวิจยั 
จากผลการเปรียบเทียบความเร็วในการสืบค้นข้อมูลโดยใช้ชุดข้อมูล (Data set) วิทยานิพนธ์จาก

ฐานขอ้มลู TDC จ านวนทัง้สิน้ 443,694 เรคคอรด์ เมื่อเปรยีบเทยีบกบัคลสัเตอรท์ีม่จี านวนโหนดแม่ขา่ย 4, 8, 
12 และ 16 โหนดตามล าดบั พบว่าประสทิธภิาพด้านความเรว็ในการประมวลผลสูงกว่าระบบฐานขอ้มูลเชงิ
สมัพนัธท์ีใ่ชค้ าสัง่ like ในภาษา SQL กลา่วคอื ระบบฐานขอ้มลูเชงิสมัพนัธใ์ชเ้วลาประมวลผลเฉลีย่ 1.86 วนิาท ี
สว่นการประมวลผลแบบขนานบนคลสัเตอรท์ีใ่ชแ้มข่า่ย 4, 8, 12 และ 16 โหนด ใชเ้วลาในการประมวลผลเฉลีย่
น้อยกว่า ดว้ยความเรว็ 0.278, 0.135, 0.091 และ 0.065 วนิาท ีค านวณประสทิธภิาพดา้นความเรว็การสบืคน้
เทา่กบั 85.0% , 92.73%, 95.10% และ 96.50% ตามล าดบั (ตารางที ่1 และรปูที ่4) 

ตารางที ่1 แสดงเวลาการสบืคน้ระหวา่งฐานขอ้มลูเชงิสมัพนัธแ์ละแมพ็รดีวิซค์ลสัเตอร์ 
ค าคน้ 

Keyword 
ไทยลสี (TDC) 

DBMS 
แมพ็รดีวิซ์ 

จ านวน 4 โหนด 
แมพ็รดีวิซ ์

จ านวน 8 โหนด 
แมพ็รดีวิซ ์

จ านวน 16 โหนด 
แมพ็รดีวิซ ์

จ านวน 16 โหนด 
ญีปุ่่ น 1.68 s 0.20 s 0.09 s 0.08 s 0.05 s 
ไทย 1.84 s 0.38 s 0.19 s 0.12 s 0.09 s 
วจิยั 1.74 s 0.30 s 0.15 s 0.10 s 0.07 s 
คน้คนื 1.88 s 0.21 s 0.10 s 0.07 s 0.05 s 
เครอืขา่ย 1.53 s 0.18 s 0.09 s 0.06 s 0.04 s 
การ 2.14 s 0.30 s 0.15 s 0.10 s 0.07 s 
ประเมนิ 1.67 s 0.23 s 0.11 s 0.07 s 0.05 s 
สาขา 2.17 s 0.34 s 0.17 s 0.11 s 0.08 s 
วชิา 2.10 s 0.33 s 0.15 s 0.10 s 0.07 s 
สอน 1.83 s 0.31 s 0.15 s 0.10 s 0.08 s 

 
 

 
 
 
 
 
 
 
 
 

รปูที ่4 แสดงประสทิธภิาพดา้นความเรว็ในการสบืคน้ในหน่วยวนิาทรีะหว่างเทคนิคแมพ็รดีวิซ์ 
และฐานขอ้มลูเชงิสมัพนัธด์ว้ยขอ้มลูวทิยานิพนธ์ในฐานขอ้มลู TDC ของระบบ ThaiLIS 

ข้อเสนอแนะ 
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แนวคดิของการวจิยัชิน้นี้เป็นการใชเ้ทคนิคแมพ็รดีวิซ์เพื่อช่วยเพิม่ความเรว็การประมวลผล โดยการ
แบ่งขอ้มลูใหม้ขีนาดเลก็ และกระจายขอ้มลูไปยงัคอมพวิเตอรโ์หนดทีอ่ยูภ่ายในระบบคลสัเตอร์ ดว้ยการแปลง
ขอ้มลูทีอ่ยูใ่นลกัษณะของตารางสมัพนัธ์ (Relational database) ใหอ้ยูใ่นรปูของโครงสรา้งบิก๊เทเบิล้ (Bigtable) 
ซึง่ขอ้มลูแต่ละแถวจะถูกเกบ็เอาไวภ้ายในบรรทดัเดยีวกนัและคัน่ดว้ยเครือ่งหมาย ( | ) จากนัน้พฒันาโปรแกรม
ดว้ยแนวคดิของ map-reduce เพือ่ใหค้อมพวิเตอรโ์หนดทุกเครื่องท างานพรอ้ม ๆ กนั ดว้ยเทคนิคการกระจาย
งาน (map) และการรวมผลลพัธข์องการประมวล (Reduce) 

แนวทางในการน างานวจิยัชิน้นี้ไปใชง้าน ท าไดโ้ดยการปรบัโครงสรา้งฐานขอ้มูลเชงิสมัพนัธ์ใหอ้ยู่ใน
โครงสรา้งบิก๊เทิล้ จากนัน้แบ่งข้อมลูเป็นชิน้เลก็ ๆ และส่งไปเกบ็ไวใ้นแต่ละคลสัเตอรค์อมพวิเตอรแ์ละทา้ยสุด
คอืพฒันาโปรแกรมดว้ยแนวคดิของแมพ็รดีวิซ์ ดว้ยค าสัง่ map และ reduce ขอ้จ ากดัคอื นักพฒันาตอ้งมคีวาม
เขา้ใจในการเขยีนโปรแกรมเชงิฟังก์ชัน่ (Functional programming) ซึ่งแมพ็รดีวิซ์เป็นความรูพ้ื้นฐานในเรื่อง
ดงักลา่ว 

แมว้า่การวจิยัครัง้นี้จะเป็นการน าเครือ่งคอมพวิเตอรส์ว่นบุคคลมาใช้ประมวลผลแบบขนานโดยท างาน
ภายในระบบคลสัเตอร ์แต่มขีอ้จ ากดัในเรื่องพืน้ทีห่อ้งเกบ็อุปกรณ์คอมพวิเตอรอ์กีทัง้ใชพ้ลงังานไฟฟ้าค่อนขา้ง
สูงเพราะใชค้อมพวิเตอร์หลายเครื่องร่วมกนัประมวลผล ในการวจิยัครัง้ต่อไปควรศกึษาการน าคอมพวิเตอร์
บอร์ดเดียว (Single board computer) หรือ Embedded Linux อาทิบอร์ด Raspberry Pi หรือ FriendlyARM 
Nano Pi ซึ่งเป็นคอมพิวเตอร์ขนาดเท่ามือถือสมาร์ทโฟนหลาย ๆ ชุดมาประมวลผลแบบขนานแทน
คอมพวิเตอรส์ว่นบุคคลผา่นระบบคลสัเตอรแ์ละเปรยีบเทยีบประสทิธภิาพของการสบืคน้ต่อไป 
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