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ตัวแบบการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธานี 

 

อรวรรณ สืบเสน1*  ศุภชัย ด าค า2 

 

 

 

บทคัดย่อ 

 วัตถุประสงค์ของการวิจัยครั้งนี้ 1) เพื่อหาตัวแบบที่เหมาะสมในการพยากรณ์ราคายางพาราจังหวัด    

สุราษฎร์ธานี และ 2)เพื่อเปรียบเทียบวิธีการพยากรณ์ราคายางพารา 3 วิธี โดยใช้ข้อมูลจากส านักงานเศรษฐกิจ

การเกษตรเขต 8 จังหวัดสุราษฎร์ธานี ตั้งแต่เดือนมกราคม พ.ศ. 2547 ถึงเดือนสิงหาคม พ.ศ. 2562 จ านวน 188 ค่า 

ส าหรับการสร้างตัวแบบพยากรณ์ด้วยวิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยท่ีสุด วิธีการท าให้เรียบแบบ

เอ็กซ์โพเนนเชียลซ้ าสามครั้ง และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ โดยใช้เกณฑ์เปอร์เซ็นต์ความ

คลาดเคลื่อนสัมบูรณ์เฉลี่ยที่ต่ าที่สุดเพื่อใช้ในการเปรียบเทียบความแม่นย าของการพยากรณ์ ผลจากการศึกษาพบว่า 

วิธีการพยากรณ์ทั้งหมด 3 วิธี ประกอบด้วยวิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยท่ีสุด วิธีการท าให้เรียบ

แบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ โดยตัวแบบการพยากรณ์ราคา

ยางพารา จังหวัดสุราษฎร์ธานีที่เหมาะสมที่สุดคือ วิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ ซึ่งเป็นวิธีที่มี

ประสิทธิภาพมากที่สุด ตัวแบบการพยากรณ์ที่ได้คือ   t t-1 t-1 t-2 ty  = - 0.32 + y - 0.69 - 0.150 +  

 

ค าส าคัญ:  ยางพารา  วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง  วิธีการสร้างเส้นแนวโน้มดว้ยวิธีก าลัง 

    สองน้อยที่สุด วิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์  สุราษฎร์ธาน ี
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FORECASTING MODEL FOR RUBBER PRICES IN SURAT THANI PROVINCE 

 

Orawan Suebsen1*  Supachai Damkam2 

 

Abstract 

 The purpose of this research were 1) to construct the most suitable forecasting model 

for rubber prices in Surat Thani province and 2)  to compare 3 methods of forecasting rubber 

prices based on 188 values of rubber prices gathered from the 
th8  Regional Office of Agricultural 

Economics, Surat Thani province, from January, 2004 to August, 2019.  The methods used for 

constructing the forecasting model included Least- Square Method, Triple Exponential 

Smoothing Method, and Box –  Jenkins Method.  The criteria of minimum mean absolute 

percentage error was used to compare the accuracy of forecasts.  The results of the study 

showed that among the three forecasting methods included the Least- Square Method, Triple 

Exponential Smoothing Method, and Box Jenkins Method; the most suitable and effective model 

for forecasting rubber prices in Surat Thani was Box Jenkins Method, with the forecasting model: 

  t t-1 t-1 t-2 ty  = - 0.32 + y - 0.69 - 0.150 +   

 

Keywords:  Rubber, Triple Exponential Smoothing Method, Least-Square Method, 

      Box – Jenkins Method, Surat Thani 
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บทน า 

 ยางพาราเป็นพืชเศรษฐกิจท่ีมีความส าคัญต่อเศรษฐกิจของประเทศ ที่ก่อให้เกิดทั้งการจ้างงานและการ

กระจายรายได้ ผลิตภัณฑ์จากยางพารายังเป็นสินค้าที่มีส่วนสร้างความสะดวกสบาย สามารถน ามาใช้ในการ

ก่อสร้างอาคารบ้านเรือน ใช้ท าเครื่องเฟอร์นิเจอร์ ใช้ท าฟืน เผาถ่าน และถังบรรจุสินค้า ยางพาราก็กลายเป็นพืช

เศรษฐกิจที่ส าคัญของประเทศไทย และมีการผลิตเป็นอันดับหนึ่งของโลก (ส านักงานพัฒนาการวิจัยการเกษตร, 

2561) ประเทศไทยส่งออกยางพาราเป็นอันดับ 1 ของโลก สามารถท ารายได้เข้าประเทศได้กว่า 4 แสนล้านบาท

ต่อปี โดยส่วนใหญ่อยู่ในรูปของวัตถุดิบแปรรูปขั้นต้น เช่น ยางแผนรมควัน ยางแท่ง และน้ ายางข้น หากชาวสวน

ยางพาราพัฒนาการผลิตยางพาราให้มีประสิทธิภาพ โดยเฉพาะอย่างยิ่งน้ ายาง ซึ่งเป็นวัตถุดิบในผลิตภัณฑ์ยาง

ชนิดต่าง ๆ จะเป็นอาชีพที่สร้างรายได้ให้กับเกษตรกรได้อย่างยั่งยืน ประเทศไทยมีพื้นที่ปลูกยางทั้งสิ้น 

18,761,231 ไร่ ยางพาราเป็นพืชเศรษฐกิจท่ีส าคัญเป็นอันดับหนึ่งของสุราษฎรธ์านี พื้นที่ปลูกยางพาราทั้งจังหวัด

ประมาณ 1,512,998 ไร่ เป็นยางพันธุ์พ้ืนเมืองประมาณ 19,555 ไร่  

 จากปัญหาราคายางตกต่ าท าให้บริษัทร่วมทุนยางพาราระหว่างประเทศ คือ อินโดนีเซียและมาเลเซีย 

ซึ่งเป็นประเทศผู้ผลิตยางรายใหญ่ของโลกทั้งสามประเทศตกลงให้แต่ละประเทศลดปริมาณการผลิตยางพารา  

4% ต่อปี และลดปริมาณการสง่ออกยางพารา 10% ต่อปี (การยางแห่งประเทศไทย, 2561) เนื่องจากการส่งออก

ของไทยที่ลดลง การท่องเที่ยวที่ชะลอตัวลง โดยเฉพาะนักท่องเที่ยวจีนที่ปรับตัวลดลงอย่างมากจากการท า

สงครามทางการค้าระหว่างสหรัฐอเมริกาและจีน จนเป็นเหตุให้เศรษฐกิจจีนชะลอตัวและท าให้รายได้ต่อหัวของ

จีนลดลง ราคากลางตลาดกลางยางพารา ยางแผ่นดิบอยู่ที่  37.81 บาท/กิโลกรัม ยางแผ่นรมควันอยู่ที่ 40.14 

บาท/กิโลกรัม ส่วนราคาประมูล ณ ตลาดกลางยางพารา ราคายางแผ่นดิบเฉลี่ยอยู่ท่ี 37.99 บาท/กิโลกรัม ราคา

ยางแผ่นรมควันเฉลี่ยอยู่ที่ 40.41 บาท/กิโลกรัม เนื่องจากสาเหตุที่กล่าวมาข้างต้น จึงน าไปสู่ความสนใจของ

ผู้วิจัยที่จะสร้างตัวแบบพยากรณ์ราคายางพาราของจังหวัดสุราษฎร์ธานี ของราคายางพาราแผ่นดิบชั้น 3 เพื่อใช้

เป็นจุดเริ่มต้นของการวางแผนการปลูกการผลิตและส่งออกยางพารา ซึ่งจะส่งผลดีต่อการตัดสินใจ การบริหาร

การจัดการด้านความเสี่ยงต่าง ๆ เพื่อพัฒนาคุณภาพปริมาณยางพาราให้มีคุณภาพที่ดีขึ้น ตรงกับความต้องการ

ของตลาดโลก และยังช่วยในการประเมินคาดการณ์ราคายางพาราล่วงหน้าได้อีกด้วย 

 

วัตถุประสงค์ของการวิจัย 

 1. เพื่อหาตัวแบบท่ีเหมาะสมในการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธาน ี

 2. เพื่อเปรียบเทียบวิธีการพยากรณ์ราคายางพารา 3 วิธี ได้แก่ วิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสอง

น้อยที่สุด (Least-square method) วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง (Triple exponential 

smoothing method) และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ (Box – jenkins method) 
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วิธีด าเนินการวิจัย 

 การวิจัยครั้งนี้ด าเนินการสร้างตัวแบบการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธานี เก็บรวบรวม

ข้อมูลโดยส านักงานเศรษฐกิจการเกษตรเขตที่ 8 จังหวัดสุราษฎร์ธานี (ส านักงานเศรษฐกิจการเกษตรเขตที่ 8 

จังหวัดสุราษฎร์ธานี, 2561) ซึ่งลักษณะของข้อมูลเป็นอนุกรมเวลารายเดือน โดยใช้ข้อมูลตั้งแต่เดือนมกราคม 

พ.ศ. 2547 ถึงเดือนสิงหาคม พ.ศ. 2562 รวมทั้งสิ้นจ านวน 188 ค่า มีขั้นตอนดังนี ้ 

 1. ศึกษาลักษณะการเคลื่อนไหวของอนุกรมเวลาพิจารณาในเบื้องต้นว่าอนุกรมเวลามีการเปลี่ยนแปลง

ในลักษณะใด โดยน าข้อมูลที่ได้ไปพล็อตกราฟพิจารณาจากกราฟ (ยุทธพล สกุลหลง, 2559) เพื่อความเหมาะสม

ของการเลือกใช้สถิติส าหรับการวิเคราะห์ข้อมูลต่อไป 

 2. ทดสอบแนวโน้มและฤดูกาลของชุดข้อมูล 
3. สร้างตัวแบบพยากรณ์ 3 วิธี ได้แก่ วิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด วิธีการท าให้

เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ โดยใช้เกณฑ์เปอร์เซ็นต์
ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean absolute percentage error: MAPE)  

การพยากรณ์แบบแยกส่วนประกอบ จัดเป็นวิธีการพยากรณ์ที่เก่าแก่ที่สุด วิธีการวิเคราะห์ คือการน า
ข้อมูลอนุกรมเวลาชุดหนึ่งมาแยกออกเป็น 4 ส่วน ได้แก่ ค่าแนวโน้ม ค่าความผันแปรตามฤดูกาล ความผันแปร
ตามวัฏจักร และความผันแปรเนื่องจากเหตุการณ์ที่ผิดปกติ ซึ่งข้อมูลอนุกรมเวลาแต่ละชุดไม่จ าเป็นต้องมี
ส่วนประกอบครบ 4 ส่วนเสมอไป หากต้องการทราบว่าอนุกรมเวลามีส่วนประกอบใดบ้าง วิธีการง่ายและรวดเรว็
ที่สุด คอื การน าข้อมูลอนุกรมเวลาดังกล่าวไปพล็อตกราฟ แต่เนื่องจากวิธีการดังกล่าวให้ผลลัพธ์ที่คลุมเครือ ทั้งนี้
ขึ้นอยู่กับความรู้ประสบการณ์ และการตัดสินใจของผู้พยากรณ์ด้วย ดังนั้น เพื่อความถูกต้อง ชัดเจน และเป็นที่
เข้าใจตรงกัน จึงใช้วิธีการวิเคราะห์อนุกรมเวลาแบบแยกส่วน ซึ่งมีข้ันตอนดังนี้ (กัลยา วานิชย์บัญชา, 2556) 

ถ้าพบว่าข้อมูลมีส่วนประกอบแนวโน้มจะท าการวิเคราะห์ส่วนประกอบแนวโน้ม โดยการหาสมการ
เส้นแนวโน้ม ด้วยวิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด (Least-square method) เพราะเป็นวิธีที่
นิยมใช้กันมากในการหาสมการแนวโน้ม ท าได้โดยการสร้างสมการทางคณิตศาสตร์ วิธีนี้ผู้สร้างหรือผู้พยากรณ์ไม่
จ าเป็นต้องมีประสบการณ์มาก่อนเพียงแต่ผู้สร้างหรือผู้พยากรณ์จะต้องตัดสินใจในการเลือกตัวแบบ (สมการ
แนวโน้ม) และมีจ านวนข้อมูลมากพอที่จะใช้ในการวิเคราะห์ วิธีก าลังสองน้อยที่สุดเป็นวิธี การหาค่าแนวโน้มที่
ให้ผลรวมของผลต่างระหว่างค่าข้อมูลที่เก็บรวบรวมมาได้ (Y) กับค่าแนวโน้ม (Ŷ) ยกก าลังสอง หรือค่าก าลังสอง

ของส่วนเบี่ยงเบนที่วัดตามแนวตั้งฉากของข้อมูล ไปยังเส้นแนวโน้มรวมกันจะมีค่าน้อยท่ีสุดหรือ 2

i i
ˆ(Y -Y ) มีค่า

น้อยที่สุด (least-square method) การจะทราบว่าข้อมูลอนุกรมเวลาชุดใดมีแนวโน้มในลักษณะใด วิธีการหนึ่ง
ให้น าข้อมูลดังกล่าวมาเขียนเป็นแผนภาพการกระจาย (Scatter diagram) ซึ่งก็พอจะรู้ว่าอนุกรมเวลามีแนวโน้ม
ในลักษณะใดลักษณะหนึ่ง เช่น แนวโน้มแบบเส้นตรง (Linear trend) แนวโน้มแบบพาราโบลา (Parabola 
trend)  โพลิโน-เมียลก าลังสอง (Degree polynomial) เป็นต้น ข้อดีของวิธีก าลังสองน้อยที่สุดคือ ค่าแนวโน้มที่
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ได้จะเป็นตัวแทนที่ดีที่สุดของอนุกรมเวลาชุดนั้น เพราะผลรวมของผลต่างระหว่างค่าจริง (Y) กับค่าแนวโน้ม (Ŷ) 
ยกก าลังสองมีค่าน้อยกว่าวิธีการอื่น ๆ อีกประการหนึ่งวิธีก าลังสองน้อยที่สุดสามารถจะใช้หาสมการแนวโน้ม
แบบใดก็ได้ เช่น แนวโน้มแบบเส้นตรง หรือเส้นโค้ง หลักการสร้างสมการแนวโน้มด้วยวิธีก าลังสองน้อยที่สุดนั้น 
ต้องประมาณค่าคงที่ในสมการแนวโน้ม (Ŷ) จากคุณสมบัติก าลังสองน้อยที่สุด (least-square error) จะได้ว่า 

i i
ˆ(Y -Y ) มีค่าน้อยที่สุดการที่จะให้ 

n
2

i=1
i i
ˆ(Y -Y )  มีค่าน้อยที่สุด จะท าได้โดยการหาอนุพันธ์ย่อย (Partial 

derivative) เทียบกับค่าคงที่ในสมการแนวโน้ม และให้ผลจากการหาอนุพันธ์ย่อยเท่ากับศูนย์ซึ่งจะได้สมการที่มี
จ านวนเท่ากับค่าคงที่ สมการนี้เราเรียกว่าสมการปกติ (Normal equation) ดังนั้นได้สมการปกติที่ใช้ประมาณ

ค่าคงที่ ซึ่งขึ้นอยู่กับว่าสมการแนวโน้ม (Ŷ) สมการแนวโน้มที่เป็นสมการเส้นตรงและรูปสมการคือ 

เมื่อ a และ b เป็นค่าคงท่ี  

 วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามคร้ัง มีช่ือเรียกอีกอย่างหนึ่งว่า Brown’s one 

parameter quadratic method) วิธีการนี้ เหมาะกับข้อมูลที่มีลักษณะแนวโน้มแบบสมการก าลังสอง 

(Quadratic form) และไม่มีความผันแปรตามฤดูกาล เหมาะสมกับการพยากรณ์ในระยะสั้นจนถึงปานกลาง 

ส าหรับข้อมูลที่มีลักษณะเป็นแนวโน้มแบบสมการก าลังสองมีตัวแบบเป็น (ศิริลักษณ์ สุวรรณวงศ์ , 2556) 

      

2

0 1 2
2

t t

t
Y t  

เมื่อ tY          คือ ข้อมูลหรือค่าสังเกต ณ เวลา t  
             0 1,    และ  2  คือ ค่าพารามิเตอร์ของตวัแบบ  
             t          คือ ค่าความคลาดเคลื่อน ณ เวลา t  
 ค่าของ  0 1,   และ  2   ในตัวแบบนั้นเป็นค่าพารามิเตอร์ซึ่งไม่ทราบค่าจึงต้องท าการประมาณ
ด้วยค่า ,a b และ c การพยากรณ์ด้วยวิธีการนี้ค่าของ ,a b และ c  จะเปลี่ยนแปลงไปตามค่าข้อมูล ( )tY และค่า
คาบเวลา t  ส าหรับสูตรที่ใช้ในการพยากรณ์มีดังนี้ 


   

2ˆ ( ) ( )
2
t

t m t t

c
Y a b m m  

โดยที่    ˆ
t m

Y


       คือ ข้อมูลหรือค่าสังเกต ณ เวลา  t  
           ,t ta b    และ  tc   คือ ค่าประมาณพารามิเตอร์   0 1,  และ   2 ณ เวลา  t  
           m         คือ จ านวนช่วงเวลาที่ต้องการพยากรณ์ไปข้างหน้า  

 วิธีการวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ (Box – jenkins method) เป็นวิธีที่ยุ่งยากและ

ซับซ้อนที่สุดในบรรดาวิธีการพยากรณ์ทั้งหมด แต่วิธีนี้จะให้ค่าพยากรณ์ที่มีความแม่นย าสูงและสามารถใช้ได้กับ

ข้อมูลที่มีการเคลื่อนไหวทุกประเภท จ านวนข้อมูลที่ใช้ในการวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ (Box – 

Y=a+bX

                                    (1) 

                               (2) 
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jenkins method) ควรมีอย่างน้อย 30 รายการ หรือ 30 ค่าขึ้นไป วิธีการวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจน

กินส์ (Box – jenkins method) จะแบ่งข้อมูลอนุกรมเวลาออกเป็น 2 ประเภท คือ (สมเกียรติ เกตุเอี่ยม, 2548) 
ก าหนดตัวแบบ  เป็นการหาตัวแบบท่ีคาดว่าเหมาะสมให้กับอนุกรมเวลาโดยพิจารณาเปรียบเทียบค่า

สัมประสิทธ์ิสหสัมพันธ์ในตัวเอง และค่าสัมประสิทธ์ิสหสัมพันธ์ในตัวเองบางส่วนที่ได้จากข้อมูลอนุกรมเวลา ( k
r

และ kk
r ) กับค่าสัมประสิทธิ์สหสัมพันธ์ในตัวเองและค่าสัมประสิทธิ์สหสัมพันธ์ในตัวเองบางส่วนของแต่ละตัว

แบบ ( k
 และ kk

 ) เนื่องจากต้อง พิจารณาค่า  k
r , kk

r , k
  และ kk

  พร้อมกันหลายๆ ค่าจึงมักพิจารณา

จากรูปที่เรียกว่า คอเรลโรแกรม  (Correlogram) ที่ได้จากการพล็อต k
r , kk

r  เทียบกับ K ดังนั้น การพิจารณา

เปรียบเทียบจะเป็นการเปรียบเทียบคอเรลโรแกรมของ k
r  กับ k

  และคอเรลโรแกรมของ kk
r  กับ kk

  
ต่างกัน อนุกรมเวลาที่จะน ามาก าหนดตัวแบบจะต้องเป็นอนุกรมเวลาสเตชันนารีเท่านั้น หากไม่เป็นอนุกรม
เวลาสเตชันนารีให้แปลงอนุกรมเวลาที่เป็นสเตชันนารีสามารถกระท าโดยวิธีการดังต่อไปนี้ 

(ก)  การหาผลต่าง (Regular differencing) ใช้ในกรณีที่อนุกรมเวลาเดิมมีอิทธิพลของแนวโน้มเข้ามา
เกี่ยวข้อง โดยที่ d เป็นจ านวนครั้งของการหาผลต่างแนวโน้ม 

(ข)  การหาผลต่างฤดูกาล (Seasonal differencing) ใช้ในกรณีที่อนุกรมเวลาเดิมมีอิทธิพลของความ
ผันแปรตามฤดูกาลเข้ามาเกี่ยวข้อง โดยที่ D เป็นจ านวนครั้งของการหาผลต่างฤดูกาล 

(ค)  การหาผลต่างและผลต่างฤดูกาลใช้ในกรณีที่อนุกรมเวลาเดิมมีอิทธิพลของความผันแปรตาม
ฤดูกาลเข้ามาเกี่ยวข้อง โดยที่ d  เป็นจ านวนครั้งของการหาผลต่างแนวโน้มและ D เป็นจ านวนครั้งของการหา
ผลต่างฤดูกาล 

เนื่องจากข้อมูลที่น ามาใช้ในการพยากรณ์แนวโน้มครั้งนี้เป็นอนุกรมเวลาที่มีอิทธิพลของแนวโน้มและ
ความผันแปรตามฤดูกาลเข้ามาเกี่ยวข้อง ตัวแบบท่ีใช้คือ SARIMA (p,d,q)(P,D,Q)

12
 

โดยที ่ p  คือ  อันดับของ AR หรือจ านวนพารามิเตอร์ ( ) ในตัวแบบ 
d  คือ  จ านวนครั้งที่หาผลต่างเพื่อท าให้อนุกรมเวลาที่ไม่เป็นสเตชันนารีเป็นอนุกรมเวลาที่

เป็นสเตชันนารี 
q  คือ  อันดับของ MA หรือจ านวนพารามิเตอร์ ( )  ในตัวแบบ   
P  คือ  อันดับของ SAR หรือจ านวนพารามิเตอร์ ( L

 ) ในตัวแบบ   
D  คือ  จ านวนครั้งที่หาผลต่างฤดูกาลเพื่อท าให้อนุกรมเวลาที่ไม่เป็นสเตชันนารีเป็นอนุกรม

เวลาที่เป็นสเตชันนารี 
Q  คือ  อันดับของ SMA หรือจ านวนพารามิเตอร์  ( L

 ) ในตัวแบบ   
L  คือ  จ านวนฤดูกาลต่อปี  เมื่อ  L  =  12,  24,  36,… 

การเปรียบเทียบความแม่นย าของการพยากรณ์  

 การวิจัยครั้งนี้คัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลาราคายางพารา จังหวัดสุราษฎร์

ธานี โดยการเปรียบเทียบเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean absolute percentage error : 

MAPE) เป็นการวัดความแม่นย าจากค่าความคลาดเคลื่อนของการพยากรณ์เทียบกับค่าข้อมูลจริงโดยไม่คิด

เครื่องหมายค่า MAPE เป็นค่าวัดความแม่นย าที่ไม่มีหน่วย จึงเหมาะที่จะใช้กับการเปรียบเทียบอนุกรมเวลา

หลายชุดเมื่อใช้วิธีการพยากรณ์เดียวกันหรือเปรียบเทียบวิธีการพยากรณ์หลายวิธีเมื่อใช้อนุกรมเวลาชุดเดียวกัน  
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
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n e
x100
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n

 

 
จากนั้นน าค่า MAPE ที่ได้จากการพยากรณ์ทั้ง 3 วิธีมาเปรียบเทียบว่าการพยากรณ์โดยวิธีใดให้ค่า 

MAPE ต่ าที่สุดเป็นวิธีท่ีเหมาะสมกับอนุกรมเวลาชุดนี้ที่สุด (Makridakis et al., 1997) 
 

ผลการวิจัยและอภิปรายผล 

 1. ผลการศึกษาลักษณะการเคลื่อนไหวของอนุกรมเวลา (ชม ปานตา, และยุภาวดี ส าราญฤทธิ์, 

2560) จากการพิจารณาลักษณะการเคลื่อนไหวของอนุกรมเวลาข้อมูลชุดนี้จะประกอบด้วย แนวโน้ม (T) และ

ความผันแปรตามฤดูกาล (S) ดังนั้น เพื่อความถูกต้อง ชัดเจน และเป็นที่เข้าใจตรงกัน จึงใช้ทดสอบส่วนประกอบ

ของแนวโน้ม  

 

ภาพที่ 1 กราฟแสดงลักษณะการเคลื่อนไหวของข้อมูลอนุกรมเวลาราคายางพารา จังหวัดสุราษฎร์ธาน ีตั้งแต่

เดือนมกราคม พ.ศ. 2547 ถึงเดือนสิงหาคม พ.ศ. 2562 
   

 2. ทดสอบส่วนประกอบของแนวโน้ม 
   ใช้วิธีการทดสอบแบบวิ่ง  (Run tests) เป็นการทดสอบว่าข้อมูลที่เก็บมาว่าข้อมูลนั้นมีลักษณะสุ่ม 

(Randomization) หรือไม่ เง่ือนไขการทดสอบแบบวิ่งคือตัวอย่างที่เก็บมาจะต้องมาจากประชาชนชุดเดียวกัน
และเป็นอิสระต่อกัน จากหลักการส าคัญข้างต้นจึงน าการทดสอบแบบวิ่งมาใช้ทดสอบว่าอนุกรมเวลามี
ส่วนประกอบแนวโน้มหรือไม่ เนื่องจากถ้าอนุกรมเวลามีส่วนประกอบแนวโน้ม อนุกรมเวลาดังกล่าวจะไม่มี
ลักษณะสุ่ม ในทางตรงกันข้ามถ้าอนุกรมเวลาไม่มีส่วนประกอบแนวโน้ม อนุกรมเวลาจะมีลักษณะสุ่ม 

การใช้การทดสอบแบบวิ่งจะต้องมีจุดอ้างอิง ซึ่งส่วนมากนิยมใช้มัธยฐานเพื่อดูว่ามีจ านวนข้อมูลที่
มากกว่าหรือต่ ากว่ามัธยฐานอยู่เท่าใด ถ้ามีจ านวนข้อมูลที่มีค่ามากกว่าและน้อยกว่ามัธยฐานเป็นจ านวนเท่ากัน 
ข้อมูลที่เก็บรวบรวมมาได้จะมีลักษณะสุ่ม โดยมีขั้นตอนการทดสอบดังนี้ (ศิริลักษณ์ สุวรรณวงศ์ , 2556) 

Date

JAN 2562
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JUL 2554

SEP 2553

NOV 2552

JAN 2552

MAR 2551

MAY 2550
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 ขั้นตอนที่ 1 เรียงล าดับข้อมูลจากน้อยไปมากเพื่อหาค่ามัธยฐาน ค่ามัธยฐาน คือค่าของข้อมูลที่อยู่
ต าแหน่งก่ึงกลางของข้อมูลทั้งหมดเมื่อเรียงล าดับข้อมูลจากน้อยไปหามาก หรือมากไปหาน้อย วิธีคิด จากข้อมูล
ทั้งหมดมี 188 ค่า ดังนั้น ข้อมูลที่อยู่กึ่งกลางคือ ข้อมูลที่ 94 และ 95 มีค่าเป็น 61.75 สรุปว่า ได้ค่ามัธยฐาน 
เท่ากับ 61.75 
 ขั้นตอนที่ 2 ให้เครื่องหมาย + แก่ข้อมูลที่มีค่ามากกว่า มัธยฐาน หรือค่ากลางตัวอื่น ๆ และให้
เครื่องหมาย - แก่ข้อมูลที่มีค่าน้อยกว่า มัธยฐาน  
 ขั้นตอนที่ 3 นับจ านวนชุดของข้อมูลที่มีเครื่องหมายเดียวกันท่ีน าหน้าและตามหลังด้วยเครื่องหมายที่
ต่างกัน ซึ่งเรียกว่า run วิธีคิด นับค่า run ได้ทั้ง เท่ากับ 17  run 

ขั้นตอนที่ 4 ตั้งสมมติฐาน  

0H   : ข้อมูลมีลักษณะสุ่ม (อนุกรมเวลาไม่มีส่วนประกอบแนวโน้ม) 

1H    : ข้อมูลไม่มีลักษณะสุ่ม (อนุกรมเวลามีส่วนประกอบแนวโน้ม) 

ขั้นตอนที่ 5 สถิติที่ใช้ทดสอบ 
R-E(R)

Z=
S(R)

 

แทนค่าจะได้  





188
17

2Z
188 1

4

 

    Z 11.26  
 ขั้นตอนที่ 6 สรุป การทดสอบแบบว่ิงจะเป็นการทดสอบแบบสองทาง ดังนั้นบริเวณปฏิเสธ คือ ที่ระดับ
นัยส าคัญ 0.05 ได้บริเวณปฏิเสธ Z 1.96    และ Z 1.96  เนื่องจาก calZ  อยู่ในบริเวณปฏิเสธ จึงสรุป

ได้ว่าอนุกรมเวลาดังกล่าว มีส่วนประกอบแนวโน้มอย่างมีนัยส าคัญที่ระดับนัยส าคัญ 0.05 

 3. สร้างตัวแบบการพยากรณ์ 

   เมื่อทราบว่าข้อมูลอนุกรมเวลารายเดือนของราคายางพารา จังหวัดสุราษฎร์ธานี มีส่วนประกอบ
อนุกรมเวลาของแนวโน้มและไม่มีความผันแปรตามฤดูกาล จึงเลือกวิธีการพยากรณ์  3 วิธี ได้แก่ วิธีการสร้าง
เส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด (Least-square method) วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ า
สามครั้ง (Triple exponential smoothing method) และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ (Box 
– jenkins method)  
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 3.1 วิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยทีสุ่ด (Least-square method)   

 เมื่อทราบแล้วว่า อนุกรมเวลามีส่วนประกอบของแนวโน้ม ดังนั้นจึงสามารถสร้างสมการแนวโน้มโดย
การหาสมการเส้นแนวโน้ม ด้วยวิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด (Least-square method)

สมการแนวโน้มที่เป็นสมการเส้นตรงและรูปสมการคือ  เมื่อ a และ b เป็นค่าคงท่ี จากตารางที่ 1 ได้

สมการเส้นแนวโน้มวิธีก าลังสองน้อยที่สุด ดังนี้ 

สมการพยากรณ์ Ŷ =(75.985-0.090X )
t t

 

 โดยที่  tX   เป็นหน่วยเวลาของข้อมูล ณ เวลา t   
 จุดก าเนิด 1 มกราคม พ.ศ. 2547 
 
ตารางที่ 1 สร้างสมการแนวโน้มโดยการหาสมการเส้นแนวโน้มวิธีก าลังสองน้อยที่สุด (Least-square method) 
 

Coefficients 

 
Unstandardized Coefficients 

Standardized 
Coefficients 

t Sig. B Std. Error Beta 
Case Sequence -.090 .035 -.186 -2.586 .010 
(Constant) 75.985 3.793  20.031 .000 

 

 3.2 วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามคร้ัง (Triple exponential smoothing 
method)   
       วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง เหมาะกับข้อมูลที่มีลักษณะแนวโน้มแบบ
สมการก าลังสอง และไม่มีความผันแปรตามฤดูกาล นอกจากนี้ยังเหมาะสมกับการพยากรณ์ในระยะสัน้จนถึงปาน
กลาง ส าหรับข้อมูลที่มีลักษณะเป็นแนวโน้มแบบสมการก าลังสองโดยมีตัวแบบ ดังนี้ 
 

 โดยที่    ˆ
t+mY       คือ ข้อมูลหรือค่าสังเกต ณ เวลา t  

  41.7524t  คือ ค่าประมาณพารามิเตอร์  0  ณ เวลา  t  

  0.001596t คือ ค่าประมาณพารามิเตอร์  1  ณ เวลา  t  

  0.00002t  คือ ค่าประมาณพารามิเตอร์  2  ณ เวลา  t   

             m          คือ จ านวนช่วงเวลาที่ต้องการพยากรณไ์ปข้างหน้า  

ขั้นตอนการค านวณ ก าหนด 0.03   , 1 0.97   และ 1 1 1 1 41.70E E E Y       

Y=a+bX

2t
t+m t t

0.00002
41.7524 0.00159Ŷ = + (m)+ +(m)

2
6

                                           (3) 

                       (4) 
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จากสูตร 1 1(1 )t tE Y E 


     

หาค่า 
 

 


   

  

   

  

2 2 1

3 3 2

 (1 )

    (0.03)(42.30) (0.97)(41.70) 41.718

 (1 )

    (0.03)(45.51) (0.97)(41.718) 41.8318

tE Y E

E Y E
 

จากสูตร 1(1 )t t tE E E 


     
หาค่า 

 

 

   

  

    

  

2 2 1

3 3 2

 (1 )

    (0.03)(41.718) (0.97)(41.70) 41.7005

 (1 )

    (0.03)(41.8318) (0.97)(41.7005) 41.7044

E E E

E E E
 

จากสูตร 

 2
(6 5 ) (10 8 ) (4 3 )

2(1 )
t t t tb E E E


  


       


 

จากสูตร 
     

 
2

2
2

(1 )
t t t tc E E E




    


 

                              
 3.3 วิธีวิเคราะหอ์นุกรมเวลาแบบบอกซ์ เจนกินส์ (Box – jenkins method) 
                  จากกราฟ ACF และ PACF ดังภาพที่ 2 พบว่านุกรมเวลายังไม่คงที่ เนื่องจากมีส่วนประกอบของ
แนวโน้ม ท าให้กราฟ ACF มีค่าสัมประสิทธิ์สหสัมพันธ์ในตัวเองลดลงอย่างช้า ๆ ดังนั้นผู้วิจัยจึงแปลงข้อมูลด้วย
การหาผลต่างล าดับท่ี 1 ได้  โดยการก าหนดให้ D = 1 หรือจ านวนครั้งท่ีหาผลต่างเท่ากับ 1    
 

 

ภาพที่ 2 กราฟ ACF และ PACF ของอนุกรมเวลา 
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 จากกราฟ ACF และ PACF ของอนุกรมเวลาที่แปลงข้อมูลแล้วจะแสดงดังภาพที่ 3 ซึ่งพบว่าอนุกรม
เวลามีลักษณะคงที่ ข้อมูลอนุกรมเวลาดังกล่าวปราศจากอิทธิพลของแนวโน้มแล้ว กล่าวคืออนุกรมเวลาดังกล่าว
เป็นสเตชันนารีแล้ว แต่เนื่องจากอนุกรมเวลาเดิมมีอิทธิพลของแนวโน้มเข้ามาเกี่ยวข้อง ดังนั้นจึงก าหนดตัวแบบ
ในรูป ARIMA(p , d , q )   

 

ภาพที่ 3 กราฟ ACF และ PACF ของอนุกรมเวลา เมื่อแปลงข้อมูลด้วยการหาผลต่างล าดับที่ 1 

 เมื่อได้มีการดัดแปลงอนุกรมเวลาดังกล่าวด้วยวิธีการหาผลต่างแนวโน้มแล้วได้ แสดงว่าข้อมูลอนุกรม
เวลาดังกล่าวปราศจากอิทธิพลของแนวโน้มแล้ว กล่าวคืออนุกรมเวลาดังกล่าวเป็นสเตชันนารีแล้ว แต่เนื่องจาก
อนุกรมเวลาเดิมมีอิทธิพลของแนวโน้มเข้ามาเกี่ยวข้อง ดังนั้นจึงก าหนดตัวแบบในรูป ARIMA(p , d , q )  การ
ก าหนดตัวแบบจะใช้ผลจากการวิเคราะห์ ARIMA ดังนั้นตัวแบบที่ใช้ในงานวิจัยครั้งนี้คือ ARIMA (0 , 1 , 2 )  
เป็นตัวแบบที่ดีที่สุด เนื่องจากตัวแบบ ARIMA (0 , 1 , 2 ) มีค่า BIC ต่ าที่สุด ดังนั้น ซึ่งรูปแบบโดยทั่วไปของ 
ARIMA (p , d , q ) มีสมการเป็น (Hyndman et al., 2021) 

( ) ( ) ( )2 3 2

1 2 3 0 1 2
1 1 ... 1 ...d p q

p t q t
B B B B B y B B B        - - - - - - = + - - - -  

เมื่อ  B   เรียกว่า backshift โดยที่ 



p

t t p
B y y และ  




p

t t q
B  

0
  คือค่าคงที ่


i
 คือค่าพารามิเตอร์ ของ AR ตัวที่ I , i =1,2,3,…,p 


i
 คือค่าพารามิเตอร์ ของ MA ตัวที่ I , I =1,2,3,…,p 

ดังนั้นจะได้สมการเป็น 

0 1 1 1 2 2t t t t t
y y     

  
      

 (5) 

                   (6) 



128 | ปีที่ 17 ฉบับที ่2 (พฤษภาคม – สิงหาคม พ.ศ. 2565)                                           อรวรรณ สืบเสน และศุภชัย ด าค า 

 

ดังนั้นค่าประมาณที่ได้ คือ 
1

̂   = -0.69  และ  
2

̂   = -0.150 และ  0
̂ =  -0.32 เมื่อแทนค่าลงไปใน

สมการพยากรณ์จะได้ 

1 1 2
0.32 0.69 0.150

t t t t t
y y   

  
       

4. การตรวจสอบความแม่นย าของการพยากรณ์ 
การตรวจสอบความแม่นย าของการพยากรณ์ทั้ง 3 วิธี ตรวจสอบโดยใช้เปอร์เซ็นต์ความคลาดเคลื่อน

สัมบูรณ์เฉลี่ย (Mean absolute percentage error : MAPE) จะได้ผลลัพธ์ดังตารางที่ 2 
 

ตารางที่ 2 แสดงค่า MAPE จากแต่ละวิธีการพยากรณ ์
 

วิธีการพยากรณ์   MAPE 
1. วิธีการสร้างเส้นแนวโน้มด้วยวิธกี าลังสองน้อยที่สุด 5826.9560 30.9945 
2. วิธีการท าให้เรียบแบบเอ็กซโ์พเนนเชียลซ้ าสามครั้ง 4444.2861 23.6398 
3. วิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส ์ 1384.1182 7.3623 

 จากตารางที่ 2 แสดงค่า MAPE จากแต่ละวิธีการพยากรณ์ พบว่าวิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลัง
สองน้อยที่สุด มีค่า MAPE เท่ากับ 30.9945 วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง มีค่า MAPE 
เท่ากับ 23.6398 และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ มีค่า MAPE 7.3623 จากข้อมูลสรุปได้ว่าค่า 
MAPE ของวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์  มีค่าน้อยที่สุด ดังนั้นวิธีการที่เหมาะสมกับข้อมูล
ยางพาราชุดนี้มากที่สุดคือ วิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ 

อภิปรายผล 

ผลจากการศึกษาเรื่องตัวแบบการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธานี พบว่า ตัวแบบการ
พยากรณ์โดยวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ มีความแม่นย ามากที่สุด เนื่องจากค่าเบี่ยงเบนสัมบรูณ์
เฉลี่ย (MAPE) ซึ่งเป็นค่าที่ใช้เปรียบเทียบความแม่นย าของตัวแบบในการพยากรณ์ โดยวิธีวิเคราะห์อนุกรมเวลา
แบบบอกซ์ เจนกินส์ มีค่า MAPE ต่ าที่สุดท าให้ตัวแบบการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธานี ด้วยวิธี
วิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ มีความเหมาะสมกับอนุกรมเวลาชุดนี้ที่สุด ซึ่งสอดคล้องกับงานวิจัย
ของ วรางคณา กีรติวิบูลย์ (2558) ได้ศึกษาการพยากรณ์ปริมาณการจ าหน่ายเบียร์ในประเทศไทย วัตถุประสงค์
เพื่อสร้างตัวแบบอนุกรมเวลาการพยากรณ์ปริมาณการจ าหน่ายเบียร์ในประเทศ ใช้เกณฑ์เปอร์เซ็นต์ความ
คลาดเคลื่อนสัมบูรณ์เฉลี่ย (MAPE) พบว่าวิธีที่มีความแม่นย ามากที่สุด คือ วิธีบอกซ์ เจนกินส์ และสอดคล้องกับ
งานวิจัยของบุญฤทธิ์ ชูประดิษฐ์ และเสาวภา ชัยพิทักษ์ (2561) ได้ศึกษาตัวแบบพยากรณ์ปริมาณการส่งออก
มะม่วงของประเทศไทย ผลการวิจัยพบว่าวิธีบอกซ ์เจนกินส์ เป็นวิธีที่มีความถูกต้องมากที่สุด 

 

 

                (7) 
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สรุป 
 การวิจัยครั้งนี้น าเสนอตัวแบบที่เหมาะสมในการพยากรณ์ราคายางพารา จังหวัดสุราษฎร์ธานี และ

เปรียบเทียบวิธีการพยากรณ์ราคายางพารา 3 วิธีที่มีความเหมาะสมกับข้อมูลอนุกรมเวลารายเดือนราคา
ยางพารา จังหวัดสุราษฎร์ธานี โดยใช้ข้อมูลจากส านักงานเศรษฐกิจการเกษตรเขตที่ 8 จังหวัดสุราษฎร์ธานี 
ตั้งแต่เดือนมกราคม พ.ศ. 2547 ถึงเดือนสิงหาคม พ.ศ. 2562 รวมทั้งสิ้นจ านวน 188 ค่า ส าหรับการเปรียบเทยีบ
ความแม่นย าของตัวแบบการพยากรณ์ ได้แก่ วิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด (Least-square 
method)  วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง (Triple exponential smoothing method) 
และวิธีวิเคราะห์อนุกรมเวลาแบบบอกซ์ เจนกินส์ (Box – jenkins method) โดยใช้เกณฑ์พิจารณาค่าเบี่ยงเบน
สัมบูรณ์เฉลี่ย (MAPE) ผลการวิจัยพบว่า วิธีการสร้างเส้นแนวโน้มด้วยวิธีก าลังสองน้อยที่สุด มีค่า MAPE เท่ากับ 
30.9945 วิธีการท าให้เรียบแบบเอ็กซ์โพเนนเชียลซ้ าสามครั้ง มีค่า MAPE เท่ากับ 23.6398 และวิธีวิเคราะห์
อนุกรมเวลาแบบบอกซ์ เจนกินส์ มีค่า MAPE 7.3623  ดังนั้นตัวแบบการพยากรณ์โดยวิธีวิเคราะห์อนุกรมเวลา
แบบบอกซ์ เจนกินส์ (Box – jenkins method) มีความแม่นย ามากที่สุด เมื่อพิจารณาจากค่าเบี่ยงเบนสัมบูรณ์
เฉลี่ย (MAPE) ซึ่งมีค่าต่ ามากท่ีสุด จากวิธีทั้งหมดที่ใช้ในการเปรียบเทียบตัวแบบท่ีเหมาะสมในการพยากรณร์าคา
ยางพารา จังหวัดสุราษฎร์ธานี โดยมีตัวแบบพยากรณ์เป็น   t t-1 t-1 t-2 ty  = - 0.32 + y - 0.69 - 0.150 +  

ข้อเสนอแนะ 

 1. ข้อเสนอแนะในการวิจัยคร้ังนี้ 
     ค่าที่ได้จากการพยากรณ์ในงานวิจัยครั้งนี้เป็นเพียงกรณีศึกษาราคายางพารา จังหวัดสุราษฎร์ธานี
ยังไม่เป็นภาพรวมของทั้งประเทศ ดังนั้นในการวิจัยครั้งต่อไป อาจน าข้อมูลอนุกรมเวลาจากหลาย ๆ จังหวัด
หลาย ๆ ภูมิภาค หรือทั้งประเทศเพื่อเปรียบเทียบว่าวิธีการพยากรณ์ของข้อมูลแต่ละวิธีสอดคล้องหรือแตกต่าง
จากงานวิจัยนี ้

 2. ข้อเสนอแนะในการวิจัยคร้ังต่อไป 
        ควรใช้วิธีการพยากรณ์ที่ต่างจากงานวิจัยครั้งนี้ เช่น การศึกษาการพยากรณ์แบบการวิเคราะห์การ
ถดถอย และอาจศึกษาราคายางพาราในหลายจังหวัด หรือในแต่ละภาค เพื่อศึกษาเปรียบเทียบหารูปแบบการ
พยากรณ์ที่เหมาะสม ซึ่งอาจแตกต่างจากข้อมูลราคายางพาราของจังหวัดสุราษฎร์ธานี 
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