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DEVELOPMENT OF A PREDICTIVE MODEL FOR SHORT-CYCLE SALAD VEGETABLE YIELD:
CASE STUDY OF HIGHLAND RESEARCH AND DEVELOPMENT INSTITUTE (HRDI) IN PA PAE,
MAE TAENG, CHIANG MAI

Theeraphop Saengsri1 Sureenat Manola®

Abstract

The current research was aimed to develop a predictive model for short-cycle salad
crops in the Highland Research and Development Institute (HRDI), Pa Pae, Mae Taeng District,
Chiang Mai. In addition, it was aimed to decrease the inconsistent problem between production
volume and market demand by utilizing the CRISP-DM process and multiple linear regression
techniques for data analysis. Based on production and environmental data between 2018 to
2020, the research results were indicated that the developed model displayed 65.04% of the
variation in yield (R-squared = 0.6504), with a Root Mean Squared Error (RMSE) of 68.73 kilograms
and a Mean Absolute Error (MAE) of 55.33 kilograms. Statistically significant factors affecting yield
included maximum temperature, minimum temperature, and the number of farmers. While
humidity and wind speed showed no significant impact. The model could assist farmers and
relevant officials in planning production to better align with market demand. Further studies
should explore additional environmental factors affecting crop yield and compare predictive
models to improve forecasting accuracy. Expanding the study to other crops or cultivating areas

would enhance the model’s adaptability and broader agricultural applications.
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a1 a

nsneInsalnandnnenisineas Wulwimafigieinyszdn3n1mn1saunun1snanuas
nsnan Insnuidevansatulddnuuuudasadsadfnaznszuiunsimiiosteyailensnsal
Usinausandn 1wy nsiinunlunuideddduvudasinsannssifadunsguidutuuiiaosénadsly
nMsnensananandy lunsweinsalnuiuuudnasnisannesludunaninuuiugl 82% uay
annsalfifuiugulumstauluunaiusiugdeiu Joshua et al, 2022) TuvaiziinisAnumnnuided
fimswisuifisuuuuitassnisanassidadunvaaiuuuuiiasinsiiouivesa3ed 1wy Random
Forest Wag Neural Networks Laznuduuuianin1siiouivesiaissanunsniiuannuusiugweanis
wennsalldannni isnmsmeadiauuusaiu (Khade et al., 2023)
msfnwuAgItunInensainandngdamuin Jadeduanmuindennariadomansugia
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wygauduaseafiofianunsalflumswennsainandnldegnafiuszansam luvaz uuudrassnsisous
GuaaLﬂ%‘laammzauﬁm%’u"qwﬁagaﬂummimvjLLas%’U%’au (Joshua et al., 2022)
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2. hanudladoya (Data Understanding) lfinifiunissiusudeyadiisidesiunis
HAnTTNadnIINaRIwraIEn Lawn Toyaununsaniivinadnsiedunideunas 3 U (w.e. 2561 -
2563) anlasenisnanstul wasdoyaanmerniadeundsildaniuledvosanituidouassiaun
‘ﬁuﬁgq (ana)

mnmsliasgideyalosiunui feyailldtunnniglussdnsluusasmmadutoya
ununsndnaed Taglunilnnssivomn 8 aedutl Ysznaudae (1) drdufiyanisugninagiingesns
mk Wil (400 NN, (2) Fornuasns, (3) Sruaudundr/dUnn, (@) Swauduiiuiivgn (raa), (5) Tud
wngndn, (6) Fuiitheugn, (7) FuiliuiAen, uaz (8) dhwidnudauss (nn.)/duen

Tudruvesdoyaaninermedoundsiildsuannaisuonssdnsdu Saiuuvuneiion
fouvds 3 U udazaediniazszyTufl (Date), gumgiiads (), gamaiigean (°0), amniisnan (°C),

q U
v '

ANNILRRY (%), mm%uqqqm (%), mm%us?wqm (%), U3unauelu (uu.) wazaausaay (nu./au.)
3. wisutoya (Data Preparation) nszuruntanioudeyausznouseduneudwielul
3.1 myhanuazendeya (Data Cleaning) 3duladanistoyagame (Missing Values)
Tudoyaanimeiniadoundsseiufieisns “dudoyagaymie” (Imputation) WuusyNTNIAN Lile
fnwanuseidiosvesdoya tngfvuafianianisids (Limit Direction) lsfmsnzaufuiumisiiin

LY

Yoyagame Téun Forward, Backward uay Both Sufiusgfurasiiianismamevesdeya (Fu nans
vieUaeyadeya) uenanildinisasvdeuuazdanisdeyafiaund (Outliers) Fensiiesiesing
n3z18iHL Boxplot win Outlier WuenfiAnTumusTsned 1y gamnfifisunnlugguun 3
askifleazviounnuiduaiavestoya uivmanuindurfiiaanauiismaialunistufinerafiansan
finavisousulsmngaunuuunvestoyaely

3.2 m3uUasdeya (Data Transformation) Feyaanineiniadnisdmiulugluuusiedu
Tuvaziideyanandnaziigosnaiu “meyamamizuan” (Crop) Aldnanyszanm 43-45 Yusioseu
n1sUgn §iTeduihnsasudeyaneuliedlussdu “meganamzdgn” Taeduneadfdessu
Lo Aade (Mean) Ardnan (Min) Agean (Max) wagnasaal (Sum) Wileagsiouanineinianaonsas
o1gvasiitluusiazsoumsUgn eiifimmfamadinneduiiidoyauamennniuly (gu Yinaey
Tuuned) ielideyalnesaudimuaitausuazmnzauiumsins

3.3 Myasudayadimiuldlunuudnaes (Data Aggregation and Merging) {378 las3u
FoyaanmornaseyansmzUgnidiiudeyausinamandaituiinlunsausunisinzdgnuas
nanAnT3e TnefimsssydaeuiiBudunamenduas uifuifen Weligndeyaaninefifud s
wUs9as% (Independent Variables) uazsfauusau (Dependent Variable) Tngluduneuilavaenndas
UFURUUNTIATIZVInANBELFLEUNY A

NNNANTIATIEIUHLYE Boxplot U1 fuds gumaiiieds guvniigean gumniagn

AUTURRY AUTUFIEA AUTUAIER AILSIANAIER TIUINEATNT Lzt ndnrdsiaussly
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Usingendsiauni (Outlier) agnalsfina finsasaany Outlier lusuysgaumniiadas 15-20 o
wadea Fudledidudounduluinsandeyadumaudmuinduanwormasieiiiatuluggmunives
ynU Feanunsasensulaludsuiundunensnssy wWuieniu Outlier Tusaulsgumadasgayaa
25-30 asrigaidea ARntulugguwuiReaiy lunsdiulsautiusan (50-569%) wuieglutag
gauiisgaru1ivest 2561 uag 2563 FadenndesivanineiniAaskazeousuld gaviny dauys

va o

ANNAUGIER (99.0-99.8%) Nnsranufianudululdindunainganianiesssund dewmni §3dy

U
P

Jadenasoya Outlier 17 llosaneglunadiniuggniauasuuudnassnisonnesiadunyanasiinis

AnLdandinlsnianudunusiusnasidudunaudald

In [52]: df.info()

<class ‘pandas.core.frame.DataFrame’>
Rangelndex: 66 entries, © to 65
Data columns (total 11 columns):

# Column Non-Null Count Dtype

@ temp_avg 66 non-null float64
1 temp_max 66 non-null float64
2 temp_min 66 non-null float64
3 humin_avg 66 non-null float64
4  humin_max 66 non-null float64
5 humin_min 66 non-null float64
6 win_avg 66 non-null float64
7  win_max 66 non-null float64
8 win_min 66 non-null int64

o  farmer 66 non-null int64

18 weight 66 non-null float64

dtypes: float64(9), int64(2)
memory usage: 5.8 KB

d‘ U 5 ¥
AW 2 wansiuUsiaunluyadeya
4. msafruvudnaaslunmsituienandn (Modeling) lun1sasisaunisanneeidady
wyaaiienensalusamandn Sududessdadendiulsdaseiiferfeuwagnaniaestymnisis

wUsfianuduiususnniuly (Multicollinearity) Fsonavinlinanisiasizvinainndion Lazanawl

v v
o YA o v v

LUUGIVILUUTIADY MUY HIF8TIRNAUNTARLEBNFILUSAUAPUTURAIL

Y

0.1 favuamensfauaudu lududu Weyfuusdassiiontamuietosiouima
NawAn §117U 10 &2 16UA temp_avg (gaumgfilad), temp_max (@aumgiigsan), temp_min (gaungi
oﬁ"wqm), humin_avg (mm%umﬁs), humin_max (mm%uq%jﬂ), humin_min (mm%uﬁi’%’jﬂ), win_ave
(mNuL51aN2AY), win_max (A21315281g9dA), win_min (A5 IaxAgA) waz farmer (S1udu

° o < . ¥ ) a | a o
LNEAINT) I@ﬂﬂ"lﬂu@]c‘nuﬂimqﬂlﬂu vvelght (WrUNKaNAR Wu’ﬂﬂﬂi@ﬂiu)
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4.2 #5798 UANUFUNUSAUMILUTANY 15UIINTATIEHNINASEIN (Scatter Plot) way

v

M131AENFNITUS (Correlation Matrix) iensiaaeuImlUsBaseudazfiiiauduiusiaduiu
weight wnteeiiiedla saudagiruisiindsianuduiusdouiuedduseduas (Wu iy 0.70) 3ald

o

91nn1sUszlunuIEwds win_min (euEausge) uulivanspnuduiusededidedAty 396

ho)

PONAATUL
4.3 UszLiu Multicollinearity @ 7&/@ 1 VIF (Variance Inflation Factor) sl auyUs il
Anuduiusiuesgeenaneliiiin Multicollinearity daduliadefivihlinuwmaonaseiiamisfwmesnl

Ya o £ o

Wwwelle §IdedsAuinen VIF vesiulsdaseivie wuildwls temp_avg (eungiiiade) a1 VIF

U

v
' o

gafiaatunguanmgl (rdouiu temp_max wag temp_min) el win_max (Au5iaugaan) Al
A1 VIF aslunguasiade (win_ave) 396 temp_avg Uag win_max 080 nlunaiieannnug1teu
lun1swennsalnandn {I9eldnaianisannesifadunvau ieasawuudiaeanig

AlnAERSLanIANdNTuSIEnIneladesing 4 dunandn aunisannesdadunvauildisuLuudall
y = bo + b1X1 + b2X2+ b3><3+ b4><4+ b5X5+ b6X5+ b7X7

Tnef

y Ae USunauwananvesiivinadn (Alansy) dadusuusauidesnisvihune

o))

x; Ao gaunnilgsdn (°C) 38 temp_max

gaunileinan (°C) 38 temp_min

U

<
S
o))}
©

v

9 ANYULRAY (%) ¥38 humin_avg

o))

X3

xa fio AMTUEIER (%) ¥30 humin_max

xs #0 ATITUATER (%) 9130 humin_min

xs Ao ASIaMRAY (N1/73.) W38 win_avg

x7 AB AIUNEATNT (AU) %39 farmer

bo AD A1AsTIYRIANNTT VD 9AdALNL v

b il dudszansnisanaes (Regression Coefficients) Fauanadednsnsisunlaes
Fwdsena (y) dlosuUsdassusazs (x) Wasuwasly 1 wise Tuveusd ”aLLﬂﬁé‘aixSuq A

14laus3 Pandas iiaauuazdnnistaya way lausn3 Scikit-learm tioas1auaghneu

WUUTaRINSANRELTAEUNYIA
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0 a1
ourtiel crop years temp_avg temp_max temp_min humin_avg humin_max humin_min rain win_avg win_max win_min farmer weight
0 1 2561 23862143 3288 19.88 94595238 100.0 5186 122.0 0003571 0.03 0 5 4085

1 2 2561 23752791 3288 19.88 94677209 100.0 5186 127.5 0003721 003 0 6 410

2 3 2561 23717674 3483 19.88  95.063256 100.0 46.85 1145 0.003023 0.03 0 5 4295

3 4 2561 23554651 3483 19.88 96.246744 100.0 46.85 127.0 0003256 0.04 0 5 5550

4 5 2561 23.480233 3463 19.88 96.703488 100.0 46.85 140.0 0.003023 0.04 0 5 2970

61 18 2563 20.521556 31.94 1250 91.535333 100.0 55.62 0.0 0.000000 0.00 0 5 2030

62 19 2563 20.038409 3194 1250 91.395009 100.0 55.62 0.0 0.000000 0.00 0 6 3540

63 20 2563 19508864 31.94 12.06  90.898638 100.0 5562 0.0 0.000000 0.00 0 5 2410

64 21 2563 18.623636 3194 10.94  90.393409 99.7 55.62 0.0 0.000000 0.00 0 6 2930

65 22 2563 17853409 3075 1094 90.013636 997 55.62 0.0 0.000000 0.00 0 4 1750

66 rows x 14 columns

2 3 uanswaansn1suideyalnenisldlausnd Pandas uag Scikit-learn

nsimuafuys fudsdass (1) Useneusny gumgiigean aamginan Auduiads
Audugean Audusinge Anusiaueds wasdwawnunsns lusasfidauusniu (y) Ao U3uu
wawdn (Alansu)

ieUssidulszansarmwosuvudiasdlunisiuienandn Sadudunisuvsadeya
saniduaesaqu laun yallnousy (Training set) wazyannaou (Testing set) lneldWandu
train_test_split() Tudnau 70:30 aua1du mmﬁq*ﬁ’ayjaﬁ’maiﬁawmwsaﬂszLﬁudwiumammm
vhunenandnlddifioddaiuteoyailumaliinenuifuinnou wagdmaedesiuiym overfitting 39

Tuwaenaseuiveyanisineusulamiuly wildanansavhuedeyalvalduaiugl

X_train, X_test = train_test_split(X, test_size=8.3, random_state=1)
Y_train, Y_test = train_test_split(Y, test_size=8.3, random_state=1)

Al 4 wansAndaiedauseavianlunsihueveswuuiassuasdeyalagldilaidu
train_test_split()

[ Dataset ]

[ fwlsiagy = X ] [ Fanlaanm = ¥ ]

70% 30% 70% 30%

(X_train) (X_test) (Y_train) (¥_test)

\
[qmiagaﬁ'wiﬁ’um'ﬁm:] [qmiﬂu‘,ﬂmmuﬁmwﬁm:] [ﬁmﬁawﬁmﬁﬁmmﬁmu] Fwﬁﬂﬁawmmuo‘ﬁmﬁmu

Wi 5 uanansiusyadeya (Split Data)
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wuusiaesnmaannesidudugnainstulagliiladdu LinearRegression) 9nlaus3 scikit-
learn uazgniAuliludauds kale predict model anifu Tuwnatignilntu (fit) feyadoyafineusu
(X_train Wwag Y_train) Iﬂﬂﬁ@lﬂﬁﬁ%%lﬁ@ﬂﬁ%’mLL‘UU‘&’]a’eNmiﬂﬂaa‘aL%QLéIUWW@JmLﬁIEJ(;f’JLLUiaﬁiSﬁﬁm&J
i veuuudaeansanneadauduetnsiedefihuusdasy fesiuien

In [194]: kale_predict_model = LinearRegression()
kale_predict_model.fit(¥_train,¥_train)

Out[1%4]: LinearRegression()

AT 6 LEAAIAIFINIS U LITINTUAS 1 UUINR DT IEY

weharudlanadnsvelunanisannesidudunygn vnN15nTIaaeuAIAIves
AUNNT LALAFUUIEANTNITNNNDUVBINILUSDATELARLF TIAWUAITILUIUBNDIANUAUNUTTENING
fwUsdaszuwaziinlsny wazarunsatnluldlunisianulasyinuienanante

In [252]: intercept = kale_predict_model.intercept_[@]
coefficent = kale_predict_model.coef_[@][@]
print("The intercept for kale_predict model is {}".format(float(intercept)))
print("\n™)

for coef in zip(X.columns, kale_predict_model.coef_[@]):
print(“The Coefficient for {} is {}".format(coef[@],float(coef[1])))

The intercept for kale_predict model is 1199.8432263691455

The Coefficient for temp_max is 17.29023494226685
The Coefficient for temp_min is 11.3458081828326929
The Coefficient for humin_avg is 5.4119270831563421
The Coefficient for humin_max is -22.224222957788218
The Coefficient for humin_min is -3.877415823885867
The Coefficient for win_avg is -5604.151546967964
The Coefficient for farmer is 59.71260491747818

AN 7 UaneenRnda (Intercept) wagAnduUsEAVEN1SAnRBY (Regression Coefficient)

[

PnAFilasnuATtugUaunsladadl

y = 1199.84 + (17.29x1) + (11.35x%2) + (5.41x3) + (-22.22xa) + (-3.08x5) + (-5604.15xs) + (59.71x7)

ity Aflunsinerandslaeldyadoyanaaeu (X _test) uazifiunaansnisviungly

Tududs Y _predicted
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In [11]: Y_predicted = kale_predict_model.predict(X_test)
print(Y_predicted)

[[46@.98045950]
[429.02221603]
[462.52572103]
[453.65501327]
[402.41012417]
[394.35107151]
[287.25879926]
[478.22011556]
[442.97985604]
[307.84971885]
[474.43049966]
[397.87048316]
[137.18958919]
[357.54316644]
[5e0.48391813]
[355.2842545 ]
[503.03041013]
[458.75667575]
[342.64780502]
[462.73652577]]

A 8 WaRYATaYaNINTAINANER
5. Uszifiuuszdndamuasuuusiass (Evaluation) iatnuszansamnisneinsalves

wuudans fidudenldypdeyanaaou nsliveyndeyannaeusudsmunasyadoyanagouduls
§aiziuﬂﬂiwmaaumwu%ﬁmaudﬁqe]éhﬁ

5.1 unsAnfana1n (Measures of Error) 58w3eAndiLAnd uasafuAmensal fani
Foen15n9u e Arsnfideuadsainuianainiidaes (Root Mean Squared Error (RMSE)) Tngld
e mean_squared_error() wudnen RMSE deiviaifu 68.73 Alandu Feusdfeanunainindeu
\dvvosnandnilunarinneifisuiuaiata egslsinm ilosanyadeyaiiafiaund Fa f1 RMSE §
augeulmsedfinunining s Seldviinisusuiduanuaainad euiuiulaeldanad vaiu
Hana1nduysal (Mean Absolute Error (MAE)) ngld#laridu mean_absolute_error() Fefieinfu
55.33 Alansu FslvArAnuaaandsuiinunusesfauniléangd

5.2 WioUszduauaiunsaluniseSuisvedluing Qﬁﬁ%lﬁﬁﬂuaﬁuﬁwﬁmﬂisﬁwéﬂﬂi
#ndula (R-squared) Tngldflsridu r2_score() Feldnadnsinintu 0.6504 uanslifuindauusdasy
ﬁﬁwumﬁaauaﬂlﬂhumaawuw30@%U18ﬂawuuﬂiﬂsaumaaﬁduﬂﬁmwu(U%uwamawﬁm)iﬁ'éioagb%aﬂﬁ%
MNumaiianuainsaluniseduiganuduiusseningulsdasruarnanan o luseauUunang

WeUssdiuwunltuvasmaniswennsal eiln1sadne Scatter Plot wisSsufisuaaiewes
nandnfumildanluma Taensmildlunsieseiuulduuasanuudugrvosnswennsaiinia
donndosiuAasusedanuaanndeusnntosiiods Ssaslunisussiuussanianvedunaly

GAGh
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aTviisuiilaudaaianagAamensal wiouduwua i

500

§

(nn.)

=

ANneInsnivoIHaKER

350
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250 1

200

150

—_— unualiy

el imnegaiuais

®
[ ]

Aaladu: vimnedndamaduais

T
100 200

T
300 400 500 600
A9 sUBIHANER (NN.)

AN 9 LAAIANUFUNUSTENINIANDTILALAINYINTAIVDINANAR WIDULAULUILTUNNTVII U8B

LUUI1809

namnuIadeyadlngeglndidunuiliy wanvilueadauaunsalunisviune

nandneglussiuiinela agelsinu wuiligedeyaundiunszasegmilowdunuiliy uansdianis

MMWENandnaiuase (Overestimate) wazu1sgnaglaiduwuiliy wansdansiunenandndiniy

Auduasa (Underestimate) sazviouliiuinlunadsnsdidosiinuisusznisfiaasusuuaiiaiy

Tusuan wWialiniswensalkiugdeunazarunsailultanuaselaogafiuss@nsanunndy

A5199 1 LARIANUSEENSANVBILUUINE DS

Frd5n Afild widde  Aawsane
RMSE 68.73 an. meesedswadslunisiung
MAE 55.33 . Aeaedeudiysalinde
R-squared 0.6504 - AndadnsavedunalunseduleANNLUsUTIU

NENT199 1 uaneAseansnmvesiuuinasinisannesidadunvaalunisnensel

HandnNyRNadnaNYAteyanadeu FeUsznaumerIsINideuaisaulana1nfdeaes (RMSE)

whiu 68.73 Alan3u Aanuiianaeduysaladewintu 55.33 Alandu uazArduussdnsnisdnaula

(R-squared) iy 0.6504
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WiNadanseasUyAteaya (Summary of the Model Output) tneni1sisenldafaridu
oy p

add_constant() uaginuadeyarinsiinnesdeuns yadeyadiuusdase (X) nduimuaguiuy

aunslagldflendu OLS() uaglinsiSeuivenntosaituuuinaadlagldileidu fit)

5.3 Y9Audasiu (Confidence Intervals (CN) Inaan Cl azwansliiudagieninudosiy

o a

Tuseau 95% Faduarissuresilsdduil usr CI Ssanunsavenluivdfgymsadlasnsie Gangag

o w aa

294 Cl ATau Null Hypothesis %38 Null Value Tuiitifio 0 duniieis daudstuldddedrAgynieaia

a o

Tunendudumngae C ldaseu 0 dumuned fdsddgveada ngldmds conf int)

In [23]: |linear_multi_Reg.conf_int()

0 1

const 2720704572  TT01.032457
temip_max 1.414521 1.BMTET
ternp_min 6.3873284 10.504378
humin_awvg -5. 209058 14.054778
humin_max -20.528208 02.187147
hiumin_min -10.377135 §.282001

win_avg -26130.382050 12407.182420
farmer 22.343151 85. 725002

AN 10 LAAIHNATNEURIYIIANULTBIIY (Confidence Intervals (CI))

o o w

(6.387384) UardwIuNBAINS (28.348151) agluritlinsemargud viananfeduvddgymeada

Tunanduriu 9aedoya Anuduade (-6.399668) , ANUTUGIER (-90.586898) , AUYUAAR

N '

(-10.377135) wagAnasIauiads (-26189.382950) oelutaansen 0 vienanie luiiltuddymeada

o w aa o 1

5.4 @1 P-Value 31nansnasuyadeya iewSeuliguledfynieadi fuA1vesyismiy

o
CY o o

Watunaenrasslulufianisfeiiuniell damnan P-Value > 0.05 floinhifidudAgnisedia lngly

o

ANdS summary()
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36]: summary_tb = est.summary()
print(summary_tb)
OLS Regression Results

Dep. variable: weight R-squared: 2.598
Model: oLsS Adj. R-squared: 2.543
Method: Least Squares F-statistic: 12.31
Date: Mon, @4 Apr 2022 Prob (F-statistic): 1.57e-989
Time: ©3:33:5¢  Log-Likelihood: -372.22
No. Observations: 66 AIC: 760.4
Df Residuals: 58 BIC: 778.0
Df Model: 7
Covariance Type: nonrobust

coef std err t P>t [e.e25 2.975]
const -114.3811  4353.968 -8.233 @.817 -9729.795 7701.632
temp_max 16.5522 7.563 2.182 e.e33 1.415 31.692
temp_min 12.9759 3.291 3.942 e.002 6.387 19.564
humin_avg 3.8276 5.1e9 8.749 2.457 -6.400 14.055
humin_max e.7%01 45.649 e.e17 0.988 -90.587 92.167
humin_min -1.7446 4.313 -8.485 ©.687 -10.377 6.888
win_avg -6346.0948 9913.131 -0.649 8.525 -2.62e+04 1.35e+04
farmer 57.0366 14.332 3.988 e.e02 28.348 85.725
Oomnibus: ©.161 Durbin-wWatson: 2.298
Prob(omnibus): e.923 Jarque-gera (38): e.328
Skew: -8.e82 Prob(J8): e.843
Kurtosis: 2.7e4 Cond. No. 1.7@e+05
Notes:
[1] standard Errors assume that the covariance matrix of the errors is correctly specified.
[2] The condition number is large, 1.7e+@5. This might indicate that there are
strong multicollinearity or other numerical problems.

awil 11 LLamﬁwé’nmiwaqﬂﬂgm%@y‘a (Summary of the Model Output)

INAMNUI AT P-Value vosdoya gaunnidasgn (0.033) , aaungiisngn (0.000) uae

q

N o

IUNEATNT (0.000) ladifn 0.05 WIendnAsiideddgynieais lunanduiu 9adeya A1uay

\aae (0.457) mm%uqqqm (0.986) , m’ms?jyusi"’lqm (0.687) wazASIauaY (0.525) LAY 0.05 %38

o o

namAe luldedAgyneads FedenndesiuatanusuluTununBUN

NanN13IvBwAzaAUTIUNA

1. uiAdpiUsrauanudgalumstaulnarhunenanasfieinadalulasiniswaitud
Tngldmuuunisannssdadunvan deussnausnediuusdass 7 ¢ leud guvagfiaan guvagisga
ATuade mm%uqaqm mms’?‘?usi"qqm mnudramade wazswamnvasns Tneivminranandu
Fruusnu

2. mamiﬂizLﬁuﬂszﬁw%mwmaﬂmmaﬁa%’w‘ﬁmﬁamsaﬂaaummgﬂﬁaﬂLLaxﬂizﬁm%mW%q
Tumalumsviunenanan Tanadngsne o dwioluil

2.1 A1 RMSE uae MAE 7ilddianindu 68.73 Alansu uay 55.33 Alansy audisu

Feustilumaiinruaanselumsinunenananldlusssunils Inefiiaunanmedouiivonsuls il
aenndosiunanIsAnuneunti Jeszyinuvuiiassnisannosnmgaausaliauuiugilunig
wensalogluszduiiumela (Afss asgaunind wagnadug vivnedss, 2564) eerdlsfnm o
Wisuiisuapaandeufunandnadsvesiivinadn s‘z’fﬂiﬂsﬁl’ﬂﬂagﬁﬂszmm 400-500 Alansuse

FOUNISHAN WUTIAT RMSE war MAE sena1ieglusyduiiunansiegs asvieuliiiuinlunadadl
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Foddalufiuanuuwsiugy lnolanzifledesnisinluldlunsnununsadndidesnisanugndos
wsugnga Femsfaulunadiafuieiunsiusilusuian

2.2 A R-squared 71 0.6504 wanslifiuitlunaaunsaesuienNuuUTUTINTRINARER
1% 65.04% Favstasmuduiuslusziuuunarssewinfudsdaseiidenuaznanin oghslsfinu
A1 R-squared filigaanniin o193l fidiudndedtadodu 9 uenmioandauusiidentslulnea Af
nsnadonanAnNvrnaen

NAN1TTLATIEENEd Anudn e daean gunndaign LazTIuIUNYATNS
faruduiuseseideddyfunanan (P-value < 0.05) lured auduiads arwtugean Aty
pan uagAnuEIauads liwuauduiusifdeddymisan wan1site daonadostueiidud
wuigamnifnasenandnivounsd egslsfioy masfiaruduldieuduiusedieddeddyi
wandn oraidunarnanannandouanzvesituiiinu visenaitasedu q Mistetumuiu
flildhanfasanlilueai @uzns uddu wasang, 2562) Swaenndesiuteiduauurrosniidei
\whugdsruddrueinsiiansandadensduandoniiianuanzianzaseiuilunsenw (a3
Uuns wagiiiguan ez, 2561)

2.4 MIATIERALAaInAdeuvasluwa (Error Analysis) WieRa1sandinainiad o
yesmsvhuefisuiua1ats nuinisnssaeidulngidnvuraumnassouaiade Jsliusing Bias
og19aLau g1slsAmm 915 Scatter Plot fluansnnuduiusvesanadsiudmennsal wuitga
Foyaunadiudimsinnegenitnnuuais (Overestimate) waganinAaduass (Underestimate)
Taslawizegnadanguteyai dnandngenn uwvudiassduudliuriuiediniia1ats egdaau
FaaztounUaduiamzmmeusarulanmioninsnisianisdy o enfunumddysieusinananan

3. midfeiiimnusenedesiunuitefidnunmsdszgndldnnsGouiveneiaslunisnennsal
USinamandaiuasusisluiiuiisndeaasugianianas - mangTuan lnsnuisedananldmaie
n1siFouduoand ouilowe1nsalnandnn1anisinuns (augf nAuney uazAny, 2566) uaznuin

a a ' LY

UszAnSamvesdanediunidlunisviunsenaunndrsiulvduegdurinvesiisuasYadedu q 1

= v ' I3 av Ao ! av o ' 1 a N ol o o o
LAYIVDY aEJ'NISﬂW"I@J JTUIYUUAITULANAINITNNTUD EJmﬂmﬂummﬁum‘uaﬂwﬁzﬁ%ﬁﬂm G]'JLL‘UTVFLGU

¥

LATTNUNANE TI91989IHARDAINULANAINYBINANITIVE

R

uATeiUsrauAnudSalunstaunTunanensalnananfiednadalulassnisnasstaud
Tnginatiansvimilesdeyaniuuuinie CRISP-DM 1nUssendsiuiun1sannesidudunvan Hadws
flguansifiuinuuusassannsossuiennuulsusuveananlaas 65.04% Taeiia1 RMSE wihiu

v
= o w

68.73 Alansy waz MAE winfu 55.33 Alansy 493 Liiuiuwiiaedivadnnaunalsens wilunadlil
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Fnonmiiganedi ozt lulduasanazaiunsarduas 09 olun1597190NUNISHAAKAZN1SAATA LA

A0AAABRINUAMUADINITVDINAALA

o = ' a

Han1sAnwdmuindadedrAgyninanenisneinsal laun aungliasdn aungiinan waz

RV U q

€

o

Frununensng luwaeiitadedu o wu mm%uuazmmL%Jaulaimemmé’uﬁ’uﬁ‘aéwﬁﬂ’ﬂﬁwmg
daaliiiuiennudndulumsfnvinazieadomauldifousuus suszansamuesluiaaly
AN

uenanil faAdeiuduin nisussyndldinaiia Machine Learning lunsnennsaluanan
annsaiiuauuludnarsesiuANdudauvestoyaluaninwandenunnsng duld (Reddy &
Kumar, 2021; Venugopal et al,, 2021) fufutofigadifufuiuumsililumidedionumindede
wazdidnenmlumsimnseseadusyuvaltuayunisdnduls (DSS) fannsovenensldanlugsiiug
Adnvazaglimansniesyuunsnaniindiondeiu ieatuayunsiauinensnssuesadaiuly

DUIAR

JaLduaLuL
JaLEUBLULIAEINUIUIY

a a

wilunafifanfursuandidiuiisssansamlunmsvhusnandaivinadaldlusefunis
Lwié“qmﬁiamaiumws"w;&LﬁaLﬁummLLs,JusJ’wQ'qs'ﬁu nsfinsaniisdntadedy 4 fervdmare
wanAR WU Uiy ilawesty wagnsszuinveslsanazuiasiagiy enataetfinnmaiusaly
nsesurgvesluma uenani msdsramadanisadtlinafidudeuniniu Wy Support Vector
Regression, Random Forest %38 Neural Network anathlugmsnennsaifiusiugideiu iilelsiiulaly
auanansolunsilnnaluldluaniumsaiais msnsanaeunrmgniesvedlunaiudeyalvsidilals
Tlunsasslunaidudsniu luiurougarins mstaudesosluealiaunsaldnuldieuas
agmndmiuinuasnItaziiAsates wu shuueundieduvuiiefe viessuuiuludildamie §eas
Hgliaunsatnansideluldusslemilaasduianing

toruouuzlunisiideafeoly

wiewfissydvBamuazarmamsalunsilusalulinuaidluaaunisaliiivainvans ans
finsifudeyaiiaderng o uasnandnluszozen welilumaausadeuiuazusuiaudiduanuiy
nuvesanmIndeuaradusy 4 18Ry wenvnil Swnsdrsatededu 4 fiosdwmasonandn
W wlavesiu wadanisnzugn wasdadomarsvgiauasdenu leifiununseunquuazaIy
wiughwedduing Sntansdisuiisutssansnmeedunai v usulunadu g n3eisnns
wennsaluuuRLANIzdelumssmdunes de nlunafuangauigndniumsvhuenandefivinade
ﬁmuﬁsﬁlﬁﬁ%auaLmemiLU%EJULﬁEJUI;JL%miﬁ&miuwﬁmaﬁﬂﬁuims’l%lmﬁﬂ Regression

Models Nanunsathunyszendldsiuiuanuidsluswaniaiiitanuwiug1vedunalagnissidien
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wAllA Machine Learning ﬁawmm%’umm%%auuasé’ﬂ‘lﬁmsmml@iL%dLé’uﬁuaﬁaaﬂaLsz’I’lmsLsz’fLﬁmau
(Panigrahi et al., 2023; Reddy & Kumar, 2021; Venugopal et al., 2021) Ejﬂﬁ’]ﬂ ANSVYIUNANTITAN Y
TS afiwwiindu w’%aﬁuﬁmwﬂqﬂgu 1 azfunisnyivaeuanuansatunisUszendldnuluuiunm
fannuansveslunauazlialonadlunshluvssendlflunananntu fasdwmeidenamainuas
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AnAnssudsznie
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