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การพัฒนาโมเดลสำหรับการทำนายผลผลิตพืชผักสลัด กรณีศึกษา: โครงการพัฒนาพื้นที่สูงแบบโครงการ

หลวงป่าแป๋ อำเภอแม่แตง จังหวัดเชียงใหม่ 
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บทคัดย่อ 

 งานวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาโมเดลทำนายผลผลิตของพืชผักอายุสั้นตระกูลสลัดในโครงการ

พัฒนาพื้นที่สูงแบบโครงการหลวงป่าแป๋ อำเภอแม่แตง จังหวัดเชียงใหม่ เพื่อลดปัญหาความไม่สอดคล้องระหว่าง

ปริมาณผลผลิตและความต้องการของตลาด โดยใช้กระบวนการ CRISP-DM และเทคนิคการถดถอยเชิงเส้น

พหุคูณในการวิเคราะห์ข้อมูล โดยใช้ข้อมูลผลผลิตและปัจจัยแวดล้อมในช่วงปี พ.ศ. 2561 - พ.ศ. 2563  

ผลการศึกษาพบว่า โมเดลที่พัฒนาขึ้นสามารถอธิบายความแปรปรวนของผลผลิตได้ 65.04% (R-squared = 

0.6504) โดยมีค่าความคลาดเคลื่อนเฉลี่ยของการทำนาย (RMSE) เท่ากับ 68.73 กิโลกรัม และค่าความผิดพลาด

สัมบูรณ์เฉลี่ย (MAE) เท่ากับ 55.33 กิโลกรัม ปัจจัยที่มีนัยสำคัญทางสถิติต่อผลผลิต ได้แก่ อุณหภูมิสูงสุด 

อุณหภูมิต่ำสุด และจำนวนเกษตรกร ขณะที่ปัจจัยอื่น ๆ เช่น ความชื้นและความเร็วลม ไม่แสดงผลกระทบอย่าง

มีนัยสำคัญ โมเดลที่พัฒนาขึ้นสามารถนำไปประยุกต์ใช้เพื่อช่วยเกษตรกรและเจ้าหน้าที่ที่เกี่ยวข้องในการวาง

แผนการผลิตให้สอดคล้องกับความต้องการของตลาด นอกจากนี้ ควรศึกษาปัจจัยแวดล้อมเพิ่มเติมที่อาจมีผลต่อ

ผลผลิต และเปรียบเทียบประสิทธิภาพของโมเดลพยากรณ์หลายรูปแบบ เพื่อเพิ่มความแม่นยำในการคาดการณ์ 

อีกทั้งควรขยายการศึกษาสู่พืชหรือพื้นที่เพาะปลูกอื่น ๆ เพื่อให้โมเดลมีความยืดหยุ่นและสามารถนำไปใช้งานได้

อย่างแพร่หลาย 
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Abstract 

 The current research was aimed to develop a predictive model for short-cycle salad 

crops in the Highland Research and Development Institute (HRDI), Pa Pae, Mae Taeng District, 

Chiang Mai. In addition, it was aimed to decrease the inconsistent problem between production 

volume and market demand by utilizing the CRISP-DM process and multiple linear regression 

techniques for data analysis. Based on production and environmental data between 2018 to 

2020, the research results were indicated that the developed model displayed 65.04% of the 

variation in yield (R-squared = 0.6504), with a Root Mean Squared Error (RMSE) of 68.73 kilograms 

and a Mean Absolute Error (MAE) of 55.33 kilograms. Statistically significant factors affecting yield 

included maximum temperature, minimum temperature, and the number of farmers. While 

humidity and wind speed showed no significant impact. The model could assist farmers and 

relevant officials in planning production to better align with market demand. Further studies 

should explore additional environmental factors affecting crop yield and compare predictive 

models to improve forecasting accuracy. Expanding the study to other crops or cultivating areas 

would enhance the model’s adaptability and broader agricultural applications. 
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บทนำ 
 ตำบลป่าแป๋ อำเภอแม่แตง จังหวัดเชียงใหม่ เป็นพื้นที่เกษตรกรรมที่เกษตรกรส่วนใหญ่ปลูกชาเมี่ยง

และมะแขว่นเป็นพืชเศรษฐกิจหลัก อย่างไรก็ตาม ความต้องการของตลาดที่เปลี่ยนแปลงไปส่งผลกระทบต่อ

รายได้ของเกษตรกร ส่งผลให้มีการก่อตั้ง โครงการพัฒนาพื้นที่สูงแบบโครงการหลวงป่ าแป๋ เพื่อส่งเสริมอาชีพ

และพัฒนาการเกษตรในพื้นที่ โดยเน้นการผลิตพืชที่เหมาะสมกับสภาพภูมิอากาศ เช่น ไม้ผลและพืชผักอายุสั้น 

(สถาบันวิจัยและพัฒนาพื้นที่สูง (สวพส.), 2563) ปัจจุบัน พืชผักสลัด เช่น คะน้าฮ่องกงและผักกาดหอม ได้รับ

การส่งเสริมให้ปลูกเป็นรายได้เสริม แต่ความแปรปรวนของปัจจัยแวดล้อมส่งผลให้ผลผลิตไม่สอดคล้องกับความ

ต้องการของตลาด ซึ่งสอดคล้องกับผลการศึกษาที่ระบุว่าปัจจัยทางสิ่งแวดล้อม เช่น อุณหภูมิ ความชื้น และ

ปริมาณฝน มีผลกระทบต่อผลผลิตพืชอย่างมีนัยสำคัญ (Joshua et al., 2022) 

 การพยากรณ์ผลผลิตทางการเกษตร เป็นแนวทางที่ช่วยเพิ่มประสิทธิภาพการวางแผนการผลิตและ

การตลาด โดยงานวิจัยหลายฉบับได้ศึกษาแบบจำลองเชิงสถิติและกระบวนการทำเหมืองข้อมูลเพื่อพยากรณ์

ปริมาณผลผลิต เช่น การศึกษาในงานวิจัยซึ่งใช้แบบจำลองการถดถอยเชิงเส้นพหุคูณเป็นแบบจำลองอ้างอิงใน

การพยากรณ์ผลผลิตข้าว ในการพยากรณ์พบว่าแบบจำลองการถดถอยเชิงเส้นพหุคูณมีความแม่นยำ 82% และ

สามารถใช้เป็นพื้นฐานในการพัฒนาโมเดลที่แม่นยำยิ่งขึ้น (Joshua et al., 2022) ในขณะที่การศึกษางานวิจัยที่

มีการเปรียบเทียบแบบจำลองการถดถอยเชิงเส้นพหุคูณกับแบบจำลองการเรียนรู้ของเครื่อง เช่น Random 

Forest และ Neural Networks และพบว่าแบบจำลองการเรียนรู้ของเครื่องสามารถเพิ่มความแม่นยำของการ

พยากรณ์ได้มากกว่าวิธีการทางสถิติแบบดั้งเดิม (Khade et al., 2023) 

 การศึกษาเกี่ยวกับการพยากรณ์ผลผลิตยังพบว่า ปัจจัยด้านสภาพแวดล้อมและปัจจัยทางเศรษฐกิจ 

เป็นองค์ประกอบสำคัญที่ส่งผลต่อผลผลิตพืช โดยมีงานวิจัยที่แสดงให้เห็นว่าแบบจำลองการถดถอยเชิงเส้น

พหุคูณเป็นเครื่องมือที่สามารถใช้ในการพยากรณ์ผลผลิตได้อย่างมีประสิทธิภาพ ในขณะแบบจำลองการเรียนรู้

ของเครื่องเหมาะสมสำหรับชุดข้อมูลขนาดใหญ่และซับซ้อน (Joshua et al., 2022) 

 จากปัญหาดังกล่าว งานวิจัยนี้มุ ่งเน้นการพัฒนาแบบจำลองพยากรณ์ผลผลิตพืชผักสลัด โดยใช้

กระบวนการทำเหมืองข้อมูลร่วมกับแบบจำลองการถดถอยเชิงเส้นพหุคูณ เพื่อช่วยให้การวางแผนการผลิตและ

การตลาดมีความสอดคล้องกับความต้องการของตลาดมากขึ้น ตลอดจนเป็นแนวทางในการสนับสนุนเกษตรกร

ในโครงการพัฒนาพื้นที่สูงแบบโครงการหลวงป่าแป๋ อำเภอแม่แตง จังหวัดเชียงใหม่ นอกจากนี้ งานวิจัยยัง

สามารถพัฒนาต่อยอดได้โดยการเพิ่มตัวแปรที่เกี่ยวข้อง หรือปรับใช้เทคนิคการพยากรณ์ที่เหมาะสมยิ่งขึ้น เพื่อ

ปรับปรุงความแม่นยำของแบบจำลองให้สามารถนำไปใช้ในทางปฏิบัติได้อย่างมีประสิทธิภาพ 
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วัตถุประสงค์ของการวิจัย 

1. เพื่อพัฒนาโมเดลการทำนายผลผลิตของพืชผักอายุสั้นตระกูลสลัด ในโครงการพัฒนาพื้นที่สูงแบบ

โครงการหลวงป่าแป๋ อำเภอแม่แตง จังหวัดเชียงใหม่ 

2. เพื่อประเมินความถูกต้องและประสิทธิภาพของโมเดล ในการทำนายผลผลิต 
 
วิธีดำเนินการวิจัย 

 
ภาพท่ี 1 แสดงกรอบแนวคิดของงานวิจัย 

 
 จากภาพที่ 1 เริ่มจากปัญหาความไม่สอดคล้องระหว่างผลผลิตและความต้องการของตลาด ซึ่งนำไปสู่
วัตถุประสงค์ในการพัฒนาและประเมินประสิทธิภาพโมเดลทำนายผลผลิต เพื่อแก้ไขปัญหาดังกล่าว วิธีการ
ดำเนินงานวิจัยประกอบด้วยการเก็บรวบรวมข้อมูล การวิเคราะห์ข้อมูล  การพัฒนาโมเดลในการทำนายผลผลิต 
และการประเมินประสิทธิภาพโมเดล ซึ่งคาดว่าจะนำไปสู่ผลลัพธ์ที ่สำคัญ ได้แก่ โมเดลการทำนายผลผลิต  
ค่าความถูกต้องของโมเดล 
 ผู้วิจัยได้เลือกใช้ขั้นตอนกระบวนการวิเคราะห์ข้อมูลด้วย CRISP-DM ซึ่งเป็นแนวทางที่เป็นระบบในการ
ทำเหมืองข้อมูลและวิเคราะห์ข้อมูลที่มีความซับซ้อน (วีรศักดิ์ ฟองเงิน และคณะ , 2560) โดยใช้การพยากรณ์
แบบการจำลองการถดถอยพหุคูณ เพื่อหาความสัมพันธ์ระหว่างปัจจัยต่าง ๆ ที่มีผลต่อผลลัพธ์ ซึ่งเป็นเทคนิคที่
ได้รับการยอมรับอย่างกว้างขวางในการศึกษาปัจจัยที่มีอิทธิพลต่อตัวแปรตาม (พัชรา ศรีพระบุ , 2565) โดยมี
ขั้นตอนต่าง ๆ ดังนี้  

1. ทำความเข้าใจในธุรกิจโดยการปรึกษาหารือ (Business Understanding) จากการวิเคราะห์
ความต้องการของผู้มีส่วนได้เสีย พบว่าปัญหาหลักในการบริหารจัดการผลผลิตพืชผักสลัดในโครงการหลวงป่าแป๋ 
คือ ความคลาดเคลื่อนสูงระหว่างปริมาณผลผลิตที่คาดการณ์และปริมาณผลผลิตจริง ซึ่งเกิดจากการพึ่งพา  
องค์ความรู้และประสบการณ์ของเจ้าหน้าที่และเกษตรกรในการวางแผนการผลิต เพื่อแก้ไขปัญหานี้ ผู้วิจัยจึง
นำเสนอการพัฒนาแบบจำลองการพยากรณ์ผลผลิตโดยใช้เทคนิคการถดถอยเชิงเส้นพหุคูณ เพื ่อเพิ่ ม
ประสิทธิภาพในการคาดการณ์ผลผลิต 
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2. ทำความเข้าใจข้อมูล (Data Understanding) ได้ดำเนินการรวบรวมข้อมูลที่เกี่ยวข้องกับการ
ผลิตพืชผักสลัดจากสองแหล่งหลัก ได้แก่ ข้อมูลแผนการปลูกพืชผักสลัดรายสัปดาห์ย้อนหลัง 3 ปี  (พ.ศ. 2561 - 
2563) จากโครงการหลวงป่าแป๋ และข้อมูลสภาพอากาศย้อนหลังที่ได้จากเว็บไซต์ของสถาบันวิจัยและพัฒนา
พื้นที่สูง (สวพส.) 
 จากการวิเคราะห์ข้อมูลเบื้องต้นพบว่า ข้อมูลที่ได้รับจากภายในองค์กรในแต่ละตารางเป็นข้อมูล
แผนการผลิตรายปี โดยในหนึ่งตารางมีทั้งหมด 8 คอลัมน์ ประกอบด้วย (1) ลำดับที่ชุดการปลูกผักคะน้าฮ่องกง 
mk แผน (400 กก.), (2) ชื่อเกษตรกร, (3) จำนวนต้นกล้า/สัปดาห์, (4) จำนวนต้นพื้นที่ปลูก (ตร.ม.), (5) วันที่
เพาะกล้า, (6) วันทีย่้ายปลูก, (7) วันทีเ่ก็บเกี่ยว, และ (8) น้ำหนักหลังแต่ง (กก.)/สัปดาห์ 
 ในส่วนของข้อมูลสภาพอากาศย้อนหลังที่ได้รับจากภายนอกองค์กรนั้น จัดเก็บแบบรายเดือน
ย้อนหลัง 3 ปี แต่ละคอลัมน์จะระบุวันที่ (Date), อุณหภูมิเฉลี่ย (°C), อุณหภูมิสูงสุด (°C), อุณหภูมิต่ำสุด (°C), 
ความชื้นเฉลี่ย (%), ความชื้นสูงสุด (%), ความชื้นต่ำสุด (%), ปริมาณฝน (มม.) และความเร็วลม (กม./ชม.)  

3. เตรียมข้อมูล (Data Preparation) กระบวนการเตรียมข้อมูลประกอบด้วยขั้นตอนดังต่อไปนี้ 
3.1 การทำความสะอาดข้อมูล (Data Cleaning) ผู้วิจัยได้จัดการข้อมูลสูญหาย (Missing Values) 

ในข้อมูลสภาพอากาศย้อนหลังรายวันด้วยวิธีการ “เติมข้อมูลสูญหาย” ( Imputation) แบบอนุกรมเวลา เพื่อ
รักษาความต่อเนื่องของข้อมูล โดยกำหนดทิศทางการเติม (Limit Direction) ให้เหมาะสมกับตำแหน่งที่เกิด
ข้อมูลสูญหาย ได้แก่ Forward, Backward และ Both อันขึ้นอยู่กับช่วงที่เกิดการขาดหายของข้อมูล (ต้น กลาง 
หรือปลายชุดข้อมูล) นอกจากนี้ได้ทำการตรวจสอบและจัดการข้อมูลผิดปกติ (Outliers) ด้วยการวิเคราะห์การ
กระจายตัวผ่าน Boxplot หาก Outlier เป็นค่าที่เกิดขึ้นตามธรรมชาติ เช่น อุณหภูมิที่ต่ำมากในฤดูหนาว จึง
คงไว้เพื่อสะท้อนความเป็นจริงของข้อมูล แต่หากพบว่าเป็นค่าที่เกิดจากความผิดพลาดในการบันทึกอาจพิจารณา
ตัดทิ้งหรือปรับปรุงให้เหมาะสมตามบริบทของข้อมูลต่อไป 

3.2 การแปลงข้อมูล (Data Transformation) ข้อมูลสภาพอากาศมีการจัดเก็บในรูปแบบรายวัน 
ในขณะที่ข้อมูลผลผลิตคะน้าฮ่องกงเป็น “รายชุดการเพาะปลูก” (Crop) ที่ใช้เวลาประมาณ 43-45 วันต่อรอบ
การปลูก ผู้วิจัยจึงทำการสรุปข้อมูลรายวันให้อยู่ในระดับ “รายชุดการเพาะปลูก” โดยคำนวณค่าสถิติเบื้องต้น 
ได้แก่ ค่าเฉลี่ย (Mean) ค่าต่ำสุด (Min) ค่าสูงสุด (Max) และผลรวม (Sum) เพื่อสะท้อนสภาพอากาศตลอดช่วง
อายุของพืชในแต่ละรอบการปลูก ทั้งนี้ยังรวมถึงการตัดคอลัมน์ที่ข้อมูลขาดหายมากเกินไป (เช่น ปริมาณน้ำฝน
ในบางปี) เพ่ือให้ข้อมูลโดยรวมมีความสม่ำเสมอและเหมาะสมกับการวิเคราะห์ 

3.3 การสรุปข้อมูลสำหรับใช้ในแบบจำลอง (Data Aggregation and Merging) ผู ้วิจัยได้รวม
ข้อมูลสภาพอากาศรายชุดการเพาะปลูกเข้ากับข้อมูลปริมาณผลผลิตที่บันทึกในตารางแผนการเพาะปลูกและ
ผลผลิตจริง โดยมีการระบุช่วงวันที่เริ่มต้นการเพาะกล้าและวันที่เก็บเกี่ยว เพื่อให้ชุดข้อมูลสุดท้ายมีตัวแปรทั้งตัว
แปรอิสระ (Independent Variables) และตัวแปรตาม (Dependent Variable) โดยในขั้นตอนนี้จะสอดคล้อง
กับรูปแบบการวิเคราะห์ถดถอยเชิงเส้นพหุคูณ 

จากผลการวิเคราะห์แผนภูมิ Boxplot พบว่า ตัวแปร อุณหภูมิเฉลี่ย อุณหภูมิสูงสุด อุณหภูมิต่ำสุด 
ความชื้นเฉลี่ย ความชื้นสูงสุด ความชื้นต่ำสุด ความเร็วลมต่ำสุด จำนวนเกษตรกร และน้ำหนักหลังตัดแต่งไม่
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ปรากฏค่าสิ่งผิดปกติ (Outlier) อย่างไรก็ตาม มีการตรวจพบ Outlier ในตัวแปรอุณหภูมิเฉลี่ยช่วง 15-20 องศา
เซลเซียส ซึ่งเมื่อผู้วิจัยย้อนกลับไปพิจารณาข้อมูลต้นทางแล้วพบว่าเป็นสภาพอากาศจริงที่เกิดขึ้นในฤดูหนาวของ
ทุกปี จึงสามารถยอมรับได้ในเชิงบริบทด้านเกษตรกรรม เช่นเดียวกับ Outlier ในตัวแปรอุณหภูมิสูงสุดช่วง  
25-30 องศาเซลเซียส ก็เกิดขึ้นในฤดูหนาวเช่นเดียวกัน ในกรณีตัวแปรความชื้นต่ำสุด (54-56%) พบว่าอยู่ในช่วง
ฤดูฝนถึงฤดูหนาวของปี 2561 และ 2563 จึงสอดคล้องกับสภาพอากาศจริงและยอมรับได้ สุดท้าย ตัวแปร
ความชื้นสูงสุด (99.0–99.8%) ที่ตรวจพบมีความเป็นไปได้ว่าเป็นผลจากฤดูกาลทางธรรมชาติ ด้วยเหตุนี้ ผู้วิจัย
จึงเลือกคงข้อมูล Outlier ไว้ เนื่องจากอยู่ในเกณฑ์ตามฤดูกาลและแบบจำลองการถดถอยเชิงเส้นพหุคูณจะมีการ
คัดเลือกตัวแปรที่มีความสัมพันธ์กันอีกครั้งในขั้นตอนถัดไป 

 

 
ภาพท่ี 2 แสดงตัวแปรทั้งหมดในชุดข้อมูล 

4. การสร้างแบบจำลองในการทำนายผลผลิต (Modeling) ในการสร้างสมการถดถอยเชิงเส้น

พหุคูณเพื่อพยากรณ์ปริมาณผลผลิต จำเป็นต้องคัดเลือกตัวแปรอิสระที่เกี่ยวข้องและหลีกเลี่ยงปัญหาการที่ตัว

แปรมีความสัมพันธ์กันมากเกินไป (Multicollinearity) ซึ่งอาจทำให้ผลการวิเคราะห์คลาดเคลื่อน และลดความ

แม่นยำของแบบจำลอง ดังนั้น ผู้วิจัยจึงดำเนินการคัดเลือกตัวแปรตามลำดับขั้นดังนี้ 

4.1 กำหนดรายการตัวแปรเริ่มต้น ในขั้นต้น ได้ระบุตัวแปรอิสระที่อาจมีความเกี่ยวข้องกับปริมาณ

ผลผลิต จำนวน 10 ตัว ได้แก่ temp_avg (อุณหภูมิเฉลี่ย), temp_max (อุณหภูมิสูงสุด), temp_min (อุณหภูมิ

ต่ำสุด), humin_avg (ความชื้นเฉลี่ย), humin_max (ความชื้นสูงสุด), humin_min (ความชื้นต่ำสุด), win_avg 

(ความเร็วลมเฉลี ่ย), win_max (ความเร็วลมสูงสุด), win_min (ความเร็วลมต่ำสุด) และ farmer (จำนวน

เกษตรกร) โดยกำหนดตัวแปรตามเป็น weight (น้ำหนักผลผลิต หน่วยกิโลกรัม) 
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4.2 ตรวจสอบความสัมพันธ์กับตัวแปรตาม เริ่มจากวิเคราะห์กราฟกระจาย (Scatter Plot) และ

ตารางค่าสหสัมพันธ์ (Correlation Matrix) เพื่อตรวจสอบว่าตัวแปรอิสระแต่ละตัวมีความสัมพันธ์เชิงเส้นกับ 

weight มากน้อยเพียงใด รวมถึงดูว่าบางตัวแปรมีความสัมพันธ์ซ้อนกันเองในระดับสูง (เช่น เกิน 0.70) หรือไม่ 

จากการประเมินพบว่าตัวแปร win_min (ความเร็วลมต่ำสุด) แทบไม่แสดงความสัมพันธ์อย่างมีนัยสำคัญ จึงตัด

ออกตั้งแต่ขั้นนี้ 

4 .3  ประ เม ิ น  Multicollinearity ด ้ วยค ่ า  VIF (Variance Inflation Factor)  ต ั วแปรท ี ่ มี

ความสัมพันธ์กันเองสูงอาจก่อให้เกิด Multicollinearity ซึ่งเป็นปัจจัยที่ทำให้โมเดลถดถอยมีค่าพารามิเตอร์ที่ไม่

น่าเชื่อถือ ผู้วิจัยจึงคำนวณค่า VIF ของตัวแปรอิสระที่เหลือ พบว่าตัวแปร temp_avg (อุณหภูมิเฉลี่ย) มีค่า VIF 

สูงที่สุดในกลุ่มอุณหภูมิ (ซ้ำซ้อนกับ temp_max และ temp_min) ขณะที่ win_max (ความเร็วลมสูงสุด) ก็มี

ค่า VIF สูงในกลุ่มลมเฉลี่ย (win_avg) จึงตัด temp_avg และ win_max ออกจากโมเดลเพื่อลดความซ้ำซ้อน 

ในการพยากรณ์ผลผลิต ผู ้วิจัยใช้เทคนิคการถดถอยเชิงเส้นพหุคูณ เพื่อสร้างแบบจำลองทาง

คณิตศาสตร์ที่แสดงความสัมพันธ์ระหว่างปัจจัยต่าง ๆ กับผลผลิต สมการถดถอยเชิงเส้นพหุคูณที่ใช้มีรูปแบบดังนี้ 

 
y = b0 + b1x1 + b2x2+ b3x3+ b4x4+ b5x5+ b6x6+ b7x7 

 

โดยที ่

y คือ ปริมาณผลผลิตของพืชผักสลัด (กิโลกรัม) ซึ่งเป็นตัวแปรตามที่ต้องการทำนาย 

x1 คือ อุณหภูมสิูงสุด (°C) หรือ temp_max 

x2 คือ อุณหภูมิต่ำสุด (°C) หรือ temp_min 

x3 คือ ความชื้นเฉลี่ย (%) หรือ humin_avg 

x4 คือ ความชื้นสูงสุด (%) หรือ humin_max 

x5 คือ ความชื้นต่ำสุด (%) หรือ humin_min 

x6 คือ ความเร็วลมเฉลี่ย (กม./ชม.) หรือ win_avg 

x7 คือ จำนวนเกษตรกร (คน) หรือ farmer 

b0 คือ ค่าคงที่ของสมการ หรือ จุดตัดแกน y 

bi คือ สัมประสิทธิ์การถดถอย (Regression Coefficients) ซึ่งแสดงถึงอัตราการเปลี่ยนแปลงของ

ตัวแปรตาม (y) เมื่อตัวแปรอิสระแต่ละตัว (xi) เปลี่ยนแปลงไป 1 หน่วย ในขณะที่ตัวแปรอิสระอื่นๆ คงที่ 

ใช้ไลบรารี Pandas เพื่ออ่านและจัดการข้อมูล และ ไลบรารี Scikit-learn เพื่อสร้างและฝึกฝน

แบบจำลองการถดถอยเชิงเส้นพหุคูณ  
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ภาพท่ี 3 แสดงผลลัพธ์การนำเข้าข้อมูลโดยการใช้ไลบราลี่ Pandas และ Scikit-learn 

 
การกำหนดตัวแปร ตัวแปรอิสระ (x) ประกอบด้วย อุณหภูมิสูงสุด อุณหภูมิต่ำสุด ความชื้นเฉลี่ย 

ความชื้นสูงสุด ความชื้นต่ำสุด ความเร็วลมเฉลี่ย และจำนวนเกษตรกร ในขณะที่ตัวแปรตาม (y) คือ ปริมาณ
ผลผลิต (กิโลกรัม) 

เพื ่อประเมินประสิทธิภาพของแบบจำลองในการทำนายผลผลิต จึงดำเนินการแบ่งชุดข้อมูล
ออกเป ็นสองส ่วน ได ้แก ่  ช ุดฝ ึกอบรม (Training set) และช ุดทดสอบ (Testing set) โดยใช ้ฟ ังก ์ชัน 
train_test_split() ในสัดส่วน 70:30 ตามลำดับ การแบ่งข้อมูลนี้ช่วยให้สามารถประเมินว่าโมเดลสามารถ
ทำนายผลผลิตได้ดีเพียงใดกับข้อมูลที่โมเดลไม่เคยพบเห็นมาก่อน และยังช่วยป้องกันปัญหา overfitting ซึ่ง
โมเดลอาจเรียนรู้ข้อมูลการฝึกอบรมได้ดีเกินไป แต่ไม่สามารถทำนายข้อมูลใหม่ได้แม่นยำ 

 

 
ภาพท่ี 4 แสดงคำสั่งเพื่อวัดประสิทธิภาพในการทำนายของแบบจำลองและข้อมูลโดยใช้ฟังก์ชัน 

train_test_split() 
 

 
ภาพที่ 5 แสดงการแบ่งชุดข้อมูล (Split Data) 
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แบบจำลองการถดถอยเชิงเส้นถูกสร้างขึ้นโดยใช้ฟังก์ชัน LinearRegression() จากไลบรารี scikit-

learn และถูกเก็บไว้ในตัวแปร kale_predict_model จากนั้น โมเดลนี้ถูกฝึกฝน (fit) ด้วยชุดข้อมูลฝึกอบรม 
(X_train และ Y_train) โดยอัตโนมัติจะเลือกสร้างแบบจำลองการถดถอยเชิงเส้นพหุคูณเมื่อตัวแปรอิสระมีหลาย
ตัว หรือแบบจำลองการถดถอยเชิงเส้นอย่างง่ายเมื่อมีตัวแปรอิสระเพียงตัวเดียว 

 

 
ภาพที่ 6 แสดงคำสั่งการเรียกใช้ฟังก์ชันสร้างแบบจำลองเชิงเส้น 

 
เพื่อทำความเข้าใจผลลัพธ์ของโมเดลการถดถอยเชิงเส้นพหุคูณ จะทำการตรวจสอบค่าคงที่ของ

สมการ และค่าสัมประสิทธิ์การถดถอยของตัวแปรอิสระแต่ละตัว ซึ่งค่าเหล่านี้จะบ่งบอกถึงความสัมพันธ์ระหว่าง
ตัวแปรอิสระและตัวแปรตาม และสามารถนำไปใช้ในการตีความและทำนายผลผลิตได้ 

 

 
ภาพที่ 7 แสดงค่าจุดตัด (Intercept) และค่าสัมประสิทธิ์การถดถอย (Regression Coefficient) 

 
จากค่าที่ได้จึงแทนค่าในรูปสมการได้ดังนี้ 
 

y = 1199.84 + (17.29x1) + (11.35x2) + (5.41x3) + (-22.22x4) + (-3.08x5) + (-5604.15x6) + (59.71x7) 

 

จากนั้น ดำเนินการทำนายผลผลิตโดยใช้ชุดข้อมูลทดสอบ (X_test) และเก็บผลลัพธ์การทำนายไว้

ในตัวแปร Y_predicted 
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ภาพที่ 8 แสดงชุดข้อมูลพยากรณ์ผลผลิต 

5. ประเมินประสิทธิภาพของแบบจำลอง (Evaluation) เพื่อวัดประสิทธิภาพการพยากรณ์ของ

แบบจำลอง ผู้วิจัยเลือกใช้ชุดข้อมูลทดสอบ โดยใช้ทั้งชุดข้อมูลทดสอบตัวแปรตามและชุดข้อมูลทดสอบตัวแปร

อิสระในการทดสอบตามขั้นตอนต่าง ๆ ดังนี้ 

5.1 มาตราค่าผิดพลาด (Measures of Error) ระหว่างค่าที่เกิดขึ้นจริงกับค่าพยากรณ์ มีค่าที่

ต้องการทราบ คือ ค่ารากที่สองเฉลี่ยความผิดพลาดกำลังสอง (Root Mean Squared Error (RMSE)) โดยใช้

ฟังก์ชัน mean_squared_error() พบว่าค่า RMSE มีค่าเท่ากับ 68.73 กิโลกรัม ซึ่งบ่งชี้ถึงความคลาดเคลื่อน

เฉลี่ยของผลผลิตที่โมเดลทำนายเทียบกับค่าจริง อย่างไรก็ตาม เนื่องจากชุดข้อมูลมีค่าผิดปกติ ซึ่ง ค่า RMSE มี

ความอ่อนไหวต่อค่าผิดปกติดังกล่าว จึงได้ทำการประเมินความคลาดเคลื่อนเพิ่มเติมโดยใช้ค่าเฉลี่ยความ

ผิดพลาดสัมบูรณ์ (Mean Absolute Error (MAE)) โดยใช้ฟังก์ชัน mean_absolute_error() ซึ่งมีค่าเท่ากับ 

55.33 กิโลกรัม ซึ่งให้ค่าความคลาดเคลื่อนที่ทนทานต่อค่าผิดปกติได้ดีกว่า 

5.2 เพื่อประเมินความสามารถในการอธิบายของโมเดล ผู้วิจัยได้คำนวณค่าสัมประสิทธิ ์การ

ตัดสินใจ (R-squared) โดยใช้ฟังก์ชัน r2_score() ซึ่งได้ผลลัพธ์เท่ากับ 0.6504 แสดงให้เห็นว่าตัวแปรอิสระ

ทั้งหมดที่รวมอยู่ในโมเดลสามารถอธิบายความแปรปรวนของตัวแปรตาม (ปริมาณผลผลิต) ได้ 65.04% ซึ่งบ่งชี้

ว่าโมเดลมีความสามารถในการอธิบายความสัมพันธ์ระหว่างตัวแปรอิสระและผลผลิตได้ในระดับปานกลาง 

เพื่อประเมินแนวโน้มของผลการพยากรณ์ ได้มีการสร้าง Scatter Plot เพื่อเปรียบเทียบค่าจริงของ

ผลผลิตกับค่าที่ได้จากโมเดล โดยกราฟนี้ใช้ในการวิเคราะห์แนวโน้มและความแม่นยำของการพยากรณ์ว่ามีความ

สอดคล้องกับค่าจริงหรือมีความคลาดเคลื่อนมากน้อยเพียงใด ซึ่งช่วยในการประเมินประสิทธิภาพของโมเดลใน

เชิงลึก 
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ภาพที ่9 แสดงความสัมพันธ์ระหว่างค่าจริงและค่าพยากรณ์ของผลผลิต พร้อมเส้นแนวโน้มการทำนายของ

แบบจำลอง 

 

จากภาพพบว่าจุดข้อมูลส่วนใหญ่อยู่ใกล้เส้นแนวโน้ม แสดงว่าโมเดลมีความสามารถในการทำนาย

ผลผลิตอยู่ในระดับที่น่าพอใจ อย่างไรก็ตาม พบว่ามีจุดข้อมูลบางส่วนกระจายอยู่เหนือเส้นแนวโน้ม แสดงถึงการ

ทำนายผลผลิตที่สูงเกินจริง (Overestimate) และบางจุดอยู่ใต้เส้นแนวโน้ม แสดงถึงการทำนายผลผลิตต่ำกว่า

ความเป็นจริง (Underestimate) ซึ่งสะท้อนให้เห็นว่าโมเดลยังคงมีข้อจำกัดบางประการที่ควรปรับปรุงเพิ่มเติม

ในอนาคต เพื่อให้การพยากรณ์แม่นยำยิ่งขึ้นและสามารถนำไปใช้งานจริงได้อย่างมีประสิทธิภาพมากขึ้น 

 

ตารางท่ี 1 แสดงค่าประสิทธิภาพของแบบจำลอง 

 
ตัวชี้วัด ค่าที่ได้ หน่วย ความหมาย 

RMSE 68.73 กก. ค่าคลาดเคลื่อนเฉลี่ยในการทำนาย 
MAE 55.33 กก. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย 
R-squared 0.6504 - ความสามารถของโมเดลในการอธิบายความแปรปรวน 

 

จากตารางที่ 1 แสดงค่าประสิทธิภาพของแบบจำลองการถดถอยเชิงเส้นพหุคูณในการพยากรณ์

ผลผลิตพืชผักสลัดจากชุดข้อมูลทดสอบ ซึ่งประกอบด้วยค่ารากที่สองเฉลี่ยความผิดพลาดกำลังสอง ( RMSE) 

เท่ากับ 68.73 กิโลกรัม ค่าความผิดพลาดสัมบูรณ์เฉลี่ยเท่ากับ 55.33 กิโลกรัม และค่าสัมประสิทธิ์การตัดสินใจ 

(R-squared) เท่ากับ 0.6504  
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เตรียมสร้างตารางสรุปชุดข้อมูล (Summary of the Model Output) โดยการเรียกใช้ฟังก์ชัน 

add_constant() และกำหนดข้อมูลค่าคงที่ที่ต้องป้อนคือ ชุดข้อมูลตัวแปรอิสระ (X) จากนั้นกำหนดรูปแบบ

สมการโดยใช้ฟังก์ชัน OLS() และให้การเรียนรู้ของเครื่องสร้างแบบจำลองโดยใช้ฟังก์ชัน fit() 

5.3 ช่วงความเชื่อมั่น (Confidence Intervals (CI)) โดยค่า CI จะแสดงให้เห็นถึงช่วงความเชื่อมั่น

ในระดับ 95% ซึ่งเป็นค่าตั้งต้นของฟังก์ชันนี้ แต่ค่า CI ยังสามารถบอกในนัยสำคัญทางสถิติได้อีกด้วย ซึ่งหากช่วง

ของ CI คร่อม Null Hypothesis หรือ Null Value ในที่นี้คือ 0 นั่นหมายถึง ตัวแปรนั้นไม่มีนัยสำคัญทางสถิติ  

ในทางกลับกันหากช่วง CI ไม่คร่อม 0 นั่นหมายถึง มีนัยสำคัญทางสถิติ โดยใช้คำสั่ง conf_int() 

 

 
ภาพที่ 10 แสดงผลลัพธ์ของช่วงความเชื่อมั่น (Confidence Intervals (CI)) 

 

จากภาพ แสดงค่าช่วงความเชื่อมั่นพบว่า ช่วงข้อมูล อุณหภูมิสูงสุด (1.414521) , อุณหภูมิต่ำสุด 

(6.387384) และจำนวนเกษตรกร (28.348151) อยู่ในช่วงไม่คร่อมเลขศูนย์ หรือกล่าวคือมีนัยสำคัญทางสถิติ 

ในทางกลับกัน ช่วงข้อมูล ความชื้นเฉลี่ย (-6.399668) , ความชื้นสูงสุด (-90.586898) , ความชื้นต่ำสุด  

(-10.377135) และความเร็วลมเฉลี่ย (-26189.382950) อยู่ในช่วงคร่อม 0 หรือกล่าวคือ ไม่มีนัยสำคัญทางสถิติ 

5.4 ค่า P-Value จากตารางสรุปชุดข้อมูล เพื่อเปรียบเทียบนัยสำคัญทางสถิติ กับค่าของช่วงความ

เชื่อมั่นว่าสอดคล้องไปในทิศทางเดียวกันหรือไม่ ซึ่งหากค่า P-Value > 0.05 ถือว่าไม่มีนัยสำคัญทางสถิติ โดยใช้

คำสั่ง summary() 
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ภาพที่ 11 แสดงคำสั่งตารางสรุปชุดข้อมูล (Summary of the Model Output) 

จากภาพพบว่า ค่า P-Value ของข้อมูล อุณหภูมิสูงสุด (0.033) , อุณหภูมิต่ำสุด (0.000) และ 

จำนวนเกษตรกร (0.000) ไม่เกิน 0.05 หรือกล่าวคือมีนัยสำคัญทางสถิติ ในทางกลับกัน ช่วงข้อมูล ความชื้น

เฉลี่ย (0.457) , ความชื้นสูงสุด (0.986) , ความชื้นต่ำสุด (0.687) และความเร็วลมเฉลี่ย (0.525) เกิน 0.05 หรือ

กล่าวคือ ไม่มีนัยสำคัญทางสถิติ ซึ่งสอดคล้องกับค่าช่วงความเชื่อมั่นในขั้นตอนก่อนหน้า 

 
ผลการวิจัยและอภิปรายผล 

1. งานวิจัยนี้ประสบความสำเร็จในการพัฒนาโมเดลทำนายผลผลิตพืชผักสลัดในโครงการหลวงป่าแป๋ 
โดยใช้ตัวแบบการถดถอยเชิงเส้นพหุคูณ ซึ่งประกอบด้วยตัวแปรอิสระ 7 ตัว ได้แก่ อุณหภูมิสูงสุด อุณหภูมิต่ำสุด 
ความชื้นเฉลี่ย ความชื้นสูงสุด ความชื้นต่ำสุด ความเร็วลมเฉลี่ย และจำนวนเกษตรกร โดยมีน้ำหนักผลผลิตเป็น
ตัวแปรตาม 

2. ผลการประเมินประสิทธิภาพของโมเดลที่สร้างขึ้นเพื่อตรวจสอบความถูกต้องและประสิทธิภาพของ
โมเดลในการทำนายผลผลิต ได้ผลลัพธ์ต่าง ๆ ดังต่อไปนี้ 

2.1 ค่า RMSE และ MAE ที่ได้มีค่าเท่ากับ 68.73 กิโลกรัม และ 55.33 กิโลกรัม ตามลำดับ  
ซึ่งบ่งชี้ว่าโมเดลมีความสามารถในการทำนายผลผลิตได้ในระดับหนึ่ง โดยมีค่าความคลาดเคลื่อนที่ยอมรับได้ ทั้งนี้ 
สอดคล้องกับผลการศึกษาก่อนหน้า ซึ่งระบุว่าแบบจำลองการถดถอยพหุคูณสามารถให้ความแม่นยำในการ
พยากรณ์อยู่ในระดับที่น่าพอใจ (ศศิธร คงอุดมทรัพย์ และพงศิษฏ์ ทวิชพงศ์ธร , 2564) อย่างไรก็ตาม เมื่อ
เปรียบเทียบค่าคลาดเคลื่อนกับผลผลิตเฉลี่ยของพืชผักสลัด ซึ่งโดยทั่วไปอยู่ที่ประมาณ 400–500 กิโลกรัมต่อ
รอบการผลิต พบว่าค่า RMSE และ MAE ดังกล่าวอยู่ในระดับปานกลางถึงสูง สะท้อนให้เห็นว่าโมเดลยังมี
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ข้อจำกัดในด้านความแม่นยำ โดยเฉพาะเมื่อต้องการนำไปใช้ในการวางแผนการผลิตที่ต้องการความถูกต้อง
แม่นยำสูง จึงควรพัฒนาโมเดลเพ่ิมเติมเพื่อเพิ่มความแม่นยำในอนาคต 

2.2 ค่า R-squared ที่ 0.6504 แสดงให้เห็นว่าโมเดลสามารถอธิบายความแปรปรวนของผลผลิต
ได้ 65.04% ซึ่งบ่งชี้ถึงความสัมพันธ์ในระดับปานกลางระหว่างตัวแปรอิสระที่เลือกและผลผลิต อย่างไรก็ตาม  
ค่า R-squared ที่ไม่สูงมากนัก อาจชี้ให้เห็นว่ายังมีปัจจัยอื่น ๆ นอกเหนือจากตัวแปรที่เลือกไว้ในโมเดล ที่มี
อิทธิพลต่อผลผลิตพืชผักสลัด 

ผลการวิเคราะห์ทางสถิต ิพบว่า อ ุณหภูม ิส ูงส ุด อ ุณหภูม ิต ่ำส ุด และจำนวนเกษตรกร  
มีความสัมพันธ์อย่างมีนัยสำคัญกับผลผลิต (P-Value < 0.05) ในขณะที่ ความชื้นเฉลี่ย ความชื้นสูงสุด ความชื้น
ต่ำสุด และความเร็วลมเฉลี่ย ไม่พบความสัมพันธ์ที่มีนัยสำคัญทางสถิติ ผลการวิจัยนี้สอดคล้องกับงานวิจัยที่
พบว่าอุณหภูมิมีผลต่อผลผลิตข้าวหอมมะลิ อย่างไรก็ตาม การที่ความชื้นไม่มีความสัมพันธ์อย่างมีนัยสำคัญกับ
ผลผลิต อาจเป็นผลมาจากสภาพแวดล้อมเฉพาะของพื้นที่ศึกษา หรืออาจมีปัจจัยอื่น  ๆ ที่เกี่ยวข้องกับความชื้น  
ที่ไม่ได้นำมาพิจารณาในโมเดลนี้ (ปิยะพร แซ่ลิ้ม และคณะ, 2562) ซึ่งสอดคล้องกับข้อเสนอแนะของงานวิจัยที่
เน้นย้ำถึงความสำคัญของการพิจารณาปัจจัยทางสิ่งแวดล้อมที่มีความเฉพาะเจาะจงต่อพื้นที่ในการศึกษา  (อธิศา 
ปานคง และเพ็ญนภา ปาละปิน, 2561) 

2.4 การวิเคราะห์ความคลาดเคลื่อนของโมเดล (Error Analysis) เมื่อพิจารณาค่าคลาดเคลื่อน
ของการทำนายเทียบกับค่าจริง พบว่าการกระจายตัวส่วนใหญ่มีลักษณะสมมาตรรอบค่าเฉลี่ย จึงไม่ปรากฏ Bias 
อย่างชัดเจน อย่างไรก็ตาม จากกราฟ Scatter Plot ที่แสดงความสัมพันธ์ของค่าจริงกับค่าพยากรณ์ พบว่าจุด
ข้อมูลบางส่วนมีการทำนายสูงกว่าความเป็นจริง (Overestimate) และต่ำกว่าความเป็นจริง (Underestimate) 
โดยเฉพาะอย่างยิ ่งกลุ่มข้อมูลที่มีผลผลิตสูงมาก แบบจำลองมีแนวโน้มทำนายต่ำกว่าค่าจริง อย่างชัดเจน  
ซึ่งสะท้อนว่าปัจจัยเฉพาะทางของแต่ละแปลงหรือมาตรการจัดการอื่น ๆ อาจมีบทบาทสำคัญต่อปริมาณผลผลิต 

3. งานวิจัยนี้มีความสอดคล้องกับงานวิจัยที่ศึกษาการประยุกต์ใช้การเรียนรู้ของเครื่องในการพยากรณ์
ปริมาณผลผลิตพืชเศรษฐกิจในพื้นที่ระเบียงเศรษฐกิจภาคกลาง - ภาคตะวันตก โดยงานวิจัยดังกล่าวใช้เทคนิค
การเรียนรู ้ของเครื ่องเพื ่อพยากรณ์ผลผลิตทางการเกษตร (สมฤดี กลิ่นหอม และคณะ, 2566) และพบว่า
ประสิทธิภาพของอัลกอริทึมที่ใช้ในการทำนายอาจแตกต่างกันไปขึ้นอยู่กับชนิดของพืชและปัจจัยอื ่น  ๆ ที่
เกี่ยวข้อง อย่างไรก็ตาม งานวิจัยนี้มีความแตกต่างจากงานวิจัยดังกล่าวในด้านชนิดของพืชที่ศึกษา ตัวแปรที่ใช้ 
และพื้นที่ศึกษา ซึ่งอาจส่งผลต่อความแตกต่างของผลการวิจัย 

 
สรุป 

งานวิจัยนี้ประสบความสำเร็จในการพัฒนาโมเดลพยากรณ์ผลผลิตพืชผักสลัดในโครงการหลวงป่าแป๋ 
โดยนำเทคนิคการทำเหมืองข้อมูลตามแนวทาง CRISP-DM มาประยุกต์ร่วมกับการถดถอยเชิงเส้นพหุคูณ ผลลัพธ์
ที่ได้แสดงให้เห็นว่าแบบจำลองสามารถอธิบายความแปรปรวนของผลผลิตได้ถึง 65.04% โดยมีค่า RMSE เท่ากับ 
68.73 กิโลกรัม และ MAE เท่ากับ 55.33 กิโลกรัม ซึ่งชี้ให้เห็นว่าแม้จะมีข้อจำกัดบางประการ แต่โมเดลนี้มี
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ศักยภาพเพียงพอที่จะนำไปใช้งานจริงและสามารถเป็นเครื ่องมือในการวางแผนการผลิตและการตลาดให้
สอดคล้องกับความต้องการของตลาดได้ 

ผลการศึกษายังพบว่าปัจจัยสำคัญที่มีผลต่อการพยากรณ์ ได้แก่ อุณหภูมิสูงสุด อุณหภูมิต่ำสุด และ
จำนวนเกษตรกร ในขณะที่ปัจจัยอื่น ๆ เช่น ความชื้นและความเร็วลมไม่แสดงความสัมพันธ์อย่างมีนัยสำคัญ 
ส่งผลให้เห็นถึงความจำเป็นในการศึกษาและนำปัจจัยเพิ่มเติมมาใช้เพื่อปรับปรุ งประสิทธิภาพของโมเดลใน
อนาคต 

นอกจากนี้ มีงานวิจัยที่ยืนยันว่า การประยุกต์ใช้เทคนิค Machine Learning ในการพยากรณ์ผลผลิต
สามารถเพิ่มความแม่นยำและรองรับความซับซ้อนของข้อมูลในสภาพแวดล้อมที่แตกต่าง กันได้ (Reddy & 
Kumar, 2021; Venugopal et al., 2021) ซึ่งเป็นข้อพิสูจน์เพิ่มเติมว่าแนวทางที่ใช้ในงานวิจัยนี้มีความน่าเชื่อถือ
และมีศักยภาพในการพัฒนาต่อยอดเป็นระบบสนับสนุนการตัดสินใจ (DSS) ที่สามารถขยายการใช้งานไปยังพื้นที่
ที่มีลักษณะทางภูมิศาสตร์หรือระบบการผลิตที่คล้ายคลึงกัน เพื่อสนับสนุนการพัฒนาเกษตรกรรมอย่างยั่งยืนใน
อนาคต 
 
ข้อเสนอแนะ 

ข้อเสนอแนะเกี่ยวกับงานวิจัย 
แม้ว่าโมเดลที่พัฒนาขึ้นจะแสดงให้เห็นถึงประสิทธิภาพในการทำนายผลผลิตพืชผักสลัดได้ในระดับหนึ่ง 

แต่ยังคงมีโอกาสในการปรับปรุงเพื่อเพิ่มความแม่นยำยิ่งขึ้น การพิจารณาเพิ่มเติมปัจจัยอื่น ๆ ที่อาจส่งผลต่อ
ผลผลิต เช่น ปริมาณน้ำฝน ชนิดของปุ๋ย และการระบาดของโรคและแมลงศัตรูพืช อาจช่วยเพิ่มความสามารถใน
การอธิบายของโมเดล นอกจากนี้ การสำรวจเทคนิคการสร้างโมเดลที่ซับซ้อนมากขึ้น เช่น Support Vector 
Regression, Random Forest หรือ Neural Network อาจนำไปสู่การพยากรณ์ที่แม่นยำยิ่งขึ้น เพื่อให้มั่นใจใน
ความสามารถในการนำโมเดลไปใช้ในสถานการณ์จริง การตรวจสอบความถูกต้องของโมเดลกับข้อมูลใหม่ที่ไม่ได้
ใช้ในการสร้างโมเดลเป็นสิ่งจำเป็น ในขั้นตอนสุดท้าย ควรพัฒนาต่อยอดโมเดลให้สามารถใช้งานได้ง่ายและ
สะดวกสำหรับเกษตรกรและผู้ที่เกี่ยวข้อง เช่น ผ่านแอปพลิเคชันบนมือถือ หรือระบบเว็บไซต์ที่ใช้งานง่าย ซึ่ งจะ
ช่วยให้สามารถนำผลการวิจัยไปใช้ประโยชน์ได้จริงในวงกว้าง 

ข้อเสนอแนะในการทำวิจัยครั้งต่อไป 
เพื่อเพิ่มประสิทธิภาพและความสามารถในการนำโมเดลไปใช้งานจริงในสถานการณ์ที่หลากหลาย ควร

มีการเก็บข้อมูลปัจจัยต่าง ๆ และผลผลิตในระยะยาว เพื่อให้โมเดลสามารถเรียนรู้และปรับตัวเข้ากับความผัน
ผวนของสภาพแวดล้อมและปัจจัยอื่น ๆ ได้ดียิ่งขึ้น นอกจากนี้ ยังควรสำรวจปัจจัยอื่น ๆ ที่อาจส่งผลต่อผลผลิต 
เช่น ชนิดของดิน เทคนิคการเพาะปลูก และปัจจัยทางเศรษฐกิจและสังคม เพื่อเพิ่มความครอบคลุมและความ
แม่นยำของโมเดล อีกทั้งการเปรียบเทียบประสิทธิภาพของโมเดลที่พัฒนาขึ้นกับโมเดลอื่น ๆ หรือวิธีการ
พยากรณ์แบบดั้งเดิมจะช่วยในการประเมินและเลือกโมเดลที่เหมาะสมที่สุดสำหรับการทำนายผลผลิตพชืผักสลัด 
มีงานวิจัยที่ได้นำเสนอแนวทางการเปรียบเทียบโมเดลการเรียนรู้แบบมีการกำกับโดยใช้เทคนิค Regression 
Models ที่สามารถนำมาประยุกต์ใช้ร่วมกับงานวิจัยในอนาคตเพื่อเพิ่มความแม่นยำของโมเดลโดยการรวมเอา
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เทคนิค Machine Learning ที่สามารถจับความซับซ้อนและลักษณะความไม่เชิงเส้นของข้อมูลเข้ามาใช้เพิ่มเติม  
(Panigrahi et al., 2023; Reddy & Kumar, 2021; Venugopal et al., 2021) สุดท้าย การขยายผลการศึกษา
ไปยังพืชชนิดอื่น ๆ หรือพื้นที่เพาะปลูกอื่น ๆ จะเป็นการตรวจสอบความสามารถในการประยุกต์ใช้งานในบริบท
ที่หลากหลายของโมเดลและเปิดโอกาสในการนำไปประยุกต์ใช้ในวงกว้างมากขึ้น ซึ่งจะส่งผลดีต่อภาคการเกษตร
ในภาพรวม 
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