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การเปรียบเทียบประสิทธิภาพแบบจำลองการเรียนรู้เชิงลึก ประเภทโครงข่ายประสาทเทียม 

แบบคอนโวลูชัน สำหรับการจำแนกรูปภาพเหง้าพืชในวงศ์ขิง 

 

อนัญญา พรมโคตร1*  รัตนา อินทเกตุ2  สุไพลิน พิชัย3 

 

 

บทคัดย่อ 

 พืชสมุนไพรเป็นส่วนหน่ึงของการแพทย์แผนโบราณ มีการใช้รักษาโรค และเสริมสร้างสุขภาพมาหลาย

ศตวรรษ แม้ว่าในปัจจุบัน ปัจจุบันพืชสมุนไพรยังคงมีบทบาทสำคัญ และมีการใช้อย่างแพร่หลาย ความท้าทาย

หนึ่งที่สำคัญ คือการจำแนกชนิดพืชสมุนไพร เนื่องจากพืชสมุนไพรบางชนิดมีลักษณะทางกายภาพคล้ายคลึง 

กันมาก อาจเกิดความผิดพลาดในกระบวนการจำแนกชนิดสมุนไพรได้ อาจส่งผลให้ผลิตภัณฑ์ที่แปรรูปจากพืช

สมุนไพร ไม่มีสรรพคุณที่ต้องการ และอาจเป็นอันตรายต่อสุขภาพต่อผู้ใช้งาน การศึกษานี้มีวัตถุประสงค์  

เพื่อศึกษาและเปรียบเทียบประสิทธิภาพของแบบจำลองการเรียนรู ้เชิงลึก ประเภทโครงข่ายประสาทเทียม  

แบบคอนโวลูชัน 4 วิธี ได้แก่วิธี ResNet-50 วิธี VGG-19 วิธี DenseNet201 และ วิธี InceptionV3 สำหรับ 

การจำแนกรูปภาพเหง้าสมุนไพร ในวงศ์ข ิง  4 ชนิด เพื ่อปร ับแต่งพารามิเตอร ์ให ้ม ีความเหมาะสม  

และ ประเมินประสิทธิภาพของแบบจำลอง ผู ้ว ิจัยรวบรวมข้อมูลรูปภาพสมุนไพรจำนวน 2,111 รูปภาพ  

และเผยแพร่สาธารณะ ในการทดลองจำแนกชนิดพืชสมุนไพร  ผ ู ้ว ิจ ัยประยุกต์ใช ้ว ิธี  Augmentation  

เพื่อเพ่ิมความหลากหลายให้กับชุดข้อมูลฝึกสอน หลังจากนั้น นำข้อมูลเข้าสู่กระบวนการฝึกสอน ในแบบจำลอง 

การเรียนรู้เชิงลึก และปรับแต่งพารามิเตอร์เพื่อเพิ่มประสิทธิภาพของแบบจำลอง ผลการทดลองปรากฏว่า  

วิธี DenseNet201 ที่มีจำนวนรอบการฝึก 200 รอบ มีความแม่นยำสูงสุดเมื่อเปรียบเทียบกับแบบจำลองอื่น ๆ 

ที ่ศึกษา ผลการทดลองแสดงให้เห็นว่าแบบจำลองที ่พัฒนาขึ้น  สามารถนำไปประยุกต์ใช้ในอุตสาหกรรม 

ที่เกี่ยวข้องกับสมุนไพร ซึ่งจะช่วยยกระดับมาตรฐานผลิตภัณฑ์ได้อย่างมีประสิทธิภาพ 
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Abstract 
 Herbal plants have been an essential part of traditional medicine for centuries.              
They have been used to treat various ailments and promote overall health. Despite significant 
advances in modern medicine, herbal plants have played a crucial role and been extensively 
employed across numerous sectors. A major challenge in their application is the accurate 
identification and classification of species, as herbs within the same family often exhibit 
remarkably similar physical characteristics. Such similarities can cause misclassification, leading 
to ineffective products or potential health risks. This study evaluated and compared four 
convolutional neural network models including ResNet-50, VGG-19, DenseNet201, and 
InceptionV3 for classifying rhizome images of four species in the Zingiberaceae family: Turmeric, 
Zedoary, Plai, and Wild turmeric. This aimed to properly adjust their parameter and evaluated 
their efficiency of model. The researchers collected and publicly released a dataset of 2,111 
images then applied data augmentation to increase training diversity. After that, hyperparameter 
tuning was performed to optimize model performance. Experimental results were demonstrated 
that DenseNet201 with 200 training epochs, outperformed the other models, achieving the 
highest classification accuracy. These findings were suggested that the proposed model has 
been highly suitable for practical use in herbal industries, aiding species identification, product 
standardization, and quality control. 

Keywords:  Image classification, Herbal classification, Image processing, Deep learning, Turmeric, 

      Zedoary, Convolution neural network, Plai, Wild turmeric 
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บทนำ 
 การใช้พืชสมุนไพรและผลิตภัณฑ์สมุนไพร มีแนวโน้มเพิ่มขึ้นอย่างต่อเนื่องในช่วงหลายปีที่ผ่านมา  

มีรายงานที่ระบุว่า สารออกฤทธิ์ทางชีวภาพในพืช เช่น โพลีฟีนอลส์ เทอร์พีนอยด์ และอัลคาลอยด์ เป็นปัจจัย
สำคัญที่ส่งผลต่อประโยชน์ต่อสุขภาพ  พืชสมุนไพรแต่ละชนิด มีสรรพคุณและข้อจำกัดการใช้งานที่แตกต่างกัน 
(Sellami et al . ,  2018) พ ืชสม ุนไพรบางชน ิดม ีล ักษณะทางพฤกษศาสตร ์ท ี ่ ใกล ้ เค ียงก ันมาก  
จนยากที ่จะจำแนกชนิดพ ืชสมุนไพรด้วยตาเปล่าได ้อย ่างถ ูกต ้อง  ต ้องอาศ ัยความร ู ้ความชำนาญ  
และประสบการณ์ ของผู้เชี่ยวชาญด้านพฤกษศาสตร์ หรือหมอพื้นบ้าน (Zhu et al., 2018) จนในบางครั้ง 
เกิดความสับสน และ มีข้อถกเถียงในการระบุชนิดของพืชสมุนไพร หากจำแนกชนิดของพืชสมุนไพรไม่ถูกต้อง 
ผลิตภัณฑ์ที่แปรรูปจากสมุนไพร หรือตำรับยา จะไม่สามารถรักษาโรคได้ และอาจส่งผลอันตรายต่อร่างกาย 
เนื่องจากใช้สมุนไพรผิดชนิด หรือไม่ตรงกับอาการของโรค ดังนั้น การระบุชนิดพืชสมุนไพรจึงเป็นกระบวนการ
หนึ ่งที ่ม ีความสำคัญอย่างยิ ่ง ส ่งผลกระทบต่ออุตสาหกรรมยาสมุนไพร และประชาชนผู ้ใช้งานทั ่วไป  
พืชที่อยู่ในวงศ์ขิง (Zingiberaceae) เป็นหนึ่งในพืชสมุนไพรที่ใช้งานอย่างแพร่หลาย มีฤทธิ์ต้านอนุมูลอิสระ 
(Antioxidant activity) ฤทธิ์ต้านการอักเสบ (Anti-inflammatory activity) และ ฤทธิ์ยับยั้งการเจริญเติบโต
ของเซลล์เนื้องอก (Tumor cell growth inhibitory activity) (Liu et al., 2013) ซึ่งในโลกมีประมาณ 1,300 
ชนิด กระจายตัวอยู่ทั่วไปในเขตร้อน โดยเฉพาะในภูมิภาคเอเชียตะวันออกเฉียงใต้  (Soumya et al., 2023) 
ตัวอย่างพืชอยู่ในวงศ์ขิง ที่มีความนิยมนำมาใช้ในปัจจุบัน ได้แก่ ขมิ้นชัน (Turmeric) ขมิ้นอ้อย (Zedoary)  
ไพล (Plai) และว่านนางคำ (Wild turmeric) โดยขมิ ้นชัน และขมิ ้นอ้อย เป็นพืชในสกุล  Curcuma  
การจำแนกพืช 4 ชนิดด้วยการจำแนกชนิดสมุนไพรดังกล่าว ด้วยตาเปล่าหรือการดมกลิ่นเป็นสิ่งที่ทำได้ยาก 
เนื่องจากพืชเหล่านี้มีลักษณะทางกายภาพคล้ายคลึงกัน ทั้งสีของเหง้า กลิ่น และเนื้อสัมผัส ต้องอาศัยความรู้  
และความเชี่ยวชาญเป็นพิเศษเฉพาะบุคคล  

ด้วยความก้าวหน้าทางด้านเทคโนโลยีสารสนเทศ ในปัจจุบัน เทคโนโลยีการประมวลผลข้อมูลขนาดใหญ่ 
ได้เข้ามามีบทบาทในงานด้านวิทยาศาสตร์สุขภาพมากมาย ได้แก่ ระบบสนับสนุนการวินิจฉัยโรค (Wang et al., 
2020) (Ragab et al., 2023) (Zhong et al., 2024) ระบบแนะนำโภชนาการและการดูแลสุขภาพ (Kaur  
et al., 2023) (Smith et al., 2022) เทคโนโลยีเหล่านี้  ช่วยสนับสนุนประสิทธิภาพ ในการให้บริการ 
ด้านสาธารณสุข ส่งผลกระทบโดยตรงต่อประชาชน การประยุกต์เทคโนโลยีการประมวลผลข้อมูลขนาดใหญ่
สำหรับการจำแนกพืชสมุนไพร เป็นสิ่งที่มีความสำคัญในเชิงเศรษฐกิจ สังคม และสุขภาพ การจำแนกพืชสมุนไพร
ด้วยวิธีการเรียนรู ้ของเครื ่อง (Machine learning) จะช่วยลดความเสี่ยง ในการผลิตสมุนไพรที่ผิดชนิด  
ช่วยเพิ่มประสิทธิภาพในการผลิตสมุนไพรคุณภาพ สำหรับอุตสาหกรรมยาสมุนไพร และการใช้งานในชุมชน 
นอกจากนี ้ ยังส่งเสริมให้ประชาชนทั ่วไป สามารถใช้พืชสมุนไพรในการดูแลสุขภาพของตนเองเบื ้องต้น  
ช่วยลดค่าใช้จ่ายในการรักษาพยาบาล และ สนับสนุนความยั ่งยืน ในการใช้สมุนไพรในชีวิตประจำวัน   
ปัจจุบัน มีงานวิจัยมากมาย ที่เกี ่ยวข้องกับการพัฒนาแบบจำลองจำแนกรูปภาพพืชสมุนไพร และผลผลิต 
ทางการเกษตร ในช่วงต้น การวิจัยเกี่ยวกับการจำแนกรูปภาพ ผู้วิจัยใช้เทคนิคการเรียนรู้ของเครื่องแบบดั้งเดิม 
(traditional machine learning) ได้แก่ วิธี Random forest วิธี Support vector Machine และ  
วิธี โครงข่ายประสาทเทียมแบบหลายชั้น (Multi-layer Perceptron) มีงานวิจัยที่ผ่านมา (Aakif & Khan, 
2015) ได้ทดลองจำแนกรูปภาพใบพืชที่มีรูปร่างแบบต่าง ๆ จำนวน 14 ชนิด เน้นการวิเคราะห์ลักษณะรูปร่าง
ภายนอกของใบพืช เช่น สัดส่วน ความกลม ความยาว ความกว้าง ขอบใบ และ  โครงสร้างรูปทรง โดยใช้
คุณลักษณะทางสัณฐานวิทยา (morphological features) คุณลักษณะเชิงนิยามรูปทรง (shape-defining 
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feature) และตัวบ่งชี ้ฟูเรียร์ (Fourier descriptors) ช่วยให้สามารถจำแนกใบพืช ที่มีรูปร่างแตกต่างกัน  
ได้อย่างมีประสิทธิภาพ อย่างไรก็ตาม วิธีนี้ยังมีข้อจำกัด ในการจำแนกใบพืชที่มีรูปร่างใกล้เคียงกัน แต่แตกต่าง
กันในแง่ม ุมอื ่น เช่น สีของใบ ลวดลาย หรือพื ้นผิวของใบ เนื ่องจากไม่ได้พิจารณาคุณสมบัติเหล่านี้   
ในการประมวลผลภาพ เป็นต้น อย่างไรก็ตามความต้องการจำแนกรูปภาพพืช ที่มีลักษณะรูปร่างคล้ายกัน  
แต่ต่างกันที่สีหรือผิว ยังมีความจำเป็น ซึ ่งสามารถแก้ไขด้วยแบบจำลองการเรียนรู ้เชิงลึก มีความสามารถ 
ในการเรียนรู ้ฟีเจอร์จากรูปภาพได้อย่างครบถ้วน ทั ้งรูปร่าง สี และพื ้นผิวโดยไม่ต้องออกแบบฟีเจอร์  
ด้วยมือ เหมาะสำหรับจำแนกรูปภาพที่มีความซับซ้อน และ ความคล้ายคลึงสูง ดังนั้น งานวิจัยที่เกี่ยวข้อง 
กับการพัฒนาแบบจำลอง สำหรับจำแนกรูปภาพพืชต่างๆ จึงนิยมประยุกต์วิธีการเรียนรู้เชิงลึก ในการแก้ไข
ปัญหา ดังปรากฏในงานของ Zhao et al. (2022) เป็นงานวิจัยที่ใช้เทคโนโลยีประมวลผลภาพ สำหรับจำแนก
รูปภาพใบพืชที่มีอาการโรคพืชด้วยวิธี DoubleGAN และงานของ Liu et al. (2020), Cap et al. (2022), 
Alshammari et al. (2024), Wang et al. (2021), และ Promkot (2024) มีลักษณะคล้ายกัน Tan et al. 
(2021) ได้รวบรวมรูปภาพท้ังสิ้น 4,067 รูปภาพ ด้วยกล้องดิจิทัล นำข้อมูลรูปภาพ มาทดสอบด้วยวิธี Random 
forest และ วิธี Support vector machine จากการศึกษางานวิจัยที่เกี่ยวข้อง จะเห็นได้ว่า งานวิจัยก่อนหน้า 
ได้แสดงผลการทดลองที่น่าพอใจ แต่อย่างไรก็ตามด้วยความหลากหลายของพืชสมุนไพร การรวบรวมข้อมูล
รูปภาพสมุนไพร และการปรับปรุงแบบจำลองให้มีความถูกต้องแม่นยำ สอดคล้องกับลักษณะพืชสมุนไพร 
แต่ละชนิดยังคงเป็นสิ่งที่มีความท้าทาย 

ในปัจจุบัน การจำแนกพืชสมุนไพร ด้วยแบบจำลองการเรียนรู้ของเครื่อง หรือแบบจำลองการเรียนรู้  
เชิงลึก ยังคงมีข้อจำกัดด้านชุดข้อมูลสาธารณะที่สามารถนำมาใช้ในการทดลอง เพื่อรองรับการพัฒนางานวิจัย 
ในสาขานี ้ งานวิจัยนี ้จ ึงศึกษาและออกแบบวิธีการที ่เหมาะสมสำหรับการจำแนกรูปภาพเหง้าสมุนไพร   
โดยประยุกต์ใช้แบบจำลองการเรียนรู ้เชิงลึก 4 วิธี คือ 1) ResNet-50 2) VGG-19 3) DenseNet201  
และ 4) InceptionV3 เนื ่องจากเป็นวิธีที่ ได้ร ับการพิสูจน์แล้วว่า มีประสิทธิภาพในการจำแนกรูปภาพ 
ใช้ว ิธ ี Hyperparameter เพื ่อหาค่าที ่ด ีที ่ส ุดของแต่ละแบบจำลอง ทั ้งนี้ได้รวบรวมชุดข้อมูลรูปภาพ 
เหง้าพืชสมุนไพร 4 ชนิด ได้แก่ ขมิ้นชัน ขมิ้นอ้อย ไพล และว่านนางคำ โดยเก็บตัวอย่างจากร้านจำหน่าย  
พืชสมุนไพร นำมาฝานเป็นชิ้น และถ่ายภาพด้วยกล้องดิจิทัลสมาร์ตโฟน ข้อมูลรูปภาพเหง้าสมุนไพรดังกล่าว  
ได้รับการเผยแพร่เพื ่อให้เป็นทรัพยากรแก่คณาจารย์ นักวิจัย และผู้สนใจสำหรับการศึกษาและกา รพัฒนา
แบบจำลองการจำแนกในงานประมวลผลภาพต่อไป 

 

วัตถุประสงค์ของการวิจัย 
1. เพื่อศึกษา และ เปรียบเทียบประสิทธิภาพของแบบจำลองการเรียนรู ้เชิงลึก ประเภทโครงข่าย

ประสาทเทียมแบบคอนโวลูช ัน  4 ว ิธ ี ได ้แก ่ ว ิธ ี  ResNet-50 ว ิธ ี VGG-19 ว ิธ ี DenseNet201 และวิธี 
InceptionV3 สำหรับการจำแนกรูปภาพเหง้าสมุนไพรในวงศ์ขิง  4 ชนิด 

2. เพื ่อปรับแต่งพารามิเตอร์ของแบบจำลองให้มีความเหมาะสม และ ประเมินประสิทธิภาพ  
ของแบบจำลอง สำหรับใช้เป็นข้อมูลเบื้องต้น ในการนำไปใช้ในกระบวนการจำแนกสมุนไพร 
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วิธีดำเนินการวิจัย 

1. ทฤษฎีที่เกี่ยวข้อง 
 หลักการและทฤษฎีของวิธีการเรียนรู้ของเครื่องที่ใช้แบบจำลองการเรียนรู้เชิงลึกในการวิเคราะห์

และจดจำลักษณะภาพเพื่อการจำแนกรูปภาพโดยอัตโนมัติ มีรายละเอียดดังนี้ 
1.1 โครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: CNN)  

โครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: CNN) 
(Pacal et al., 2024) หรือวิธี CNN ได้รับการยอมรับอย่างแพร่หลายในการประมวลผลภาพ เนื ่องจาก 
มีโครงสร้างที่ซับซ้อนและสามารถสกัดคุณลักษณะ (Feature extraction) จากภาพได้อย่างมีประสิทธิภาพ  
ในภาพที่ 1 แสดงโครงสร้างการทำงานของวิธี CNN ที่ประกอบด้วยเลเยอร์หลายชั้นที่ทำงานร่วมกัน ได้แก่  
1) เลเยอร์คอนโวลูชัน (Convolutional layers) ซึ่งใช้ฟิลเตอร์ในการสกัดคุณลักษณะจากภาพ 2) เลเยอร์รวม
ข้อมูล (Pooling layers) เพื ่อลดขนาดของข้อมูลให้เหมาะสม และ 3) เลเยอร์เชื ่อมต่อแบบเต็ม (Fully 
connected layers) ที่ใช้สำหรับการจำแนกภาพตามกลุ่มเป้าหมาย 

 

ภาพที่ 1 โครงสร้างการทำงานของวิธี CNN (Pacal et al., 2024) 

1.1.1 เลเยอร์คอนโวลูชัน ทำหน้าที่สกัดคุณลักษณะที่สำคัญจากข้อมูลภาพท่ีนำเข้า โดยใช้
ฟิลเตอร์หรือเคอร์เนลที่เลื่อนผ่านภาพเพื่อดึงข้อมูล เช่น ขอบ สี รูปทรง และลวดลายต่าง ๆ ฟิลเตอร์เหล่านี้
ประกอบด้วยค่าน้ำหนัก (𝑤) และอคติ (𝑏) ที่สามารถปรับให้เหมาะสมไดร้ะหว่างการฝึกโมเดล พร้อมท้ังมีฟังก์ชัน
กระตุ้น (𝑓) เพื่อช่วยในการคำนวณผลลัพธ์  

 เมื ่อข้อมูลนำเข้า 𝑋 ประกอบด้วย ฟิลเตอร์เท่ากับ 𝑘 ในเลเยอร์คอนโวลูชัน ผลลัพธ์ 
จากเลเยอร์คอนโวลูชัน สามารถคำนวณได้ดังสมการ (Pacal et al., 2024) ต่อไปนี ้

 𝑦𝑖 = ∑ 𝑓(𝑥𝑖 ∗ 𝑤𝑗 + 𝑏𝑖), 𝑗 = 1,2, … , 𝑘             (1) 

1.1.2 เลเยอร์รวมข้อมูล มีหน้าที่ลดขนาดของข้อมูลคุณลักษณะที่ได้จากเลเยอร์คอนโวลชัูน  
เพื ่อลดจำนวนพารามิเตอร ์และการคำนวณในเคร ือข่ายประสาทเทียม โดยยังคงร ักษาคุณลักษณะ  
ที่สำคัญไว้ ในปัจจุบัน วิธีที่นิยมใช้มากที่สุดคือการรวมค่าสูงสุด (Max Pooling) และการรวมค่าเฉลี่ย (Average 
Pooling) สมการที่ (2) ได้อธิบายกระบวนการรวมค่าเฉลี่ย โดยสมมติว่าขนาดของหน้าต่างเท่ากับ  𝑝 × 𝑝  
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ซึ่งค่า 𝑥𝑖,𝑗 หมายถึงค่าการกระตุ้น (activation value) ณ ตำแหน่ง (𝑖, 𝑗) และ 𝑁 หมายถึงจำนวนรายการ
ทั้งหมดใน 𝑆 

 𝑧 =
1

𝑁
+ ∑ 𝑥𝑖,𝑗, 𝑖, 𝑗 = 1,2, … , 𝑝∞

(𝑖,𝑗)∈𝑆               (2) 

1.1.3 เลเยอร์เชื ่อมต่อแบบเต็ม (Fully Connected Layer) ทำหน้าที ่แปลงแผนที่
คุณลักษณะ (feature maps) ที่สกัดได้จากเลเยอร์ก่อนหน้าให้เป็นเวกเตอร์แบบหนึ่งมิติ ซึ่งเหมาะสำหรับการ
จำแนกหรือทำนายผลลัพธ์ โดยแต่ละโหนดในเลเยอร์นี้จะคำนวณข้อมูลนำเข้าด้วยกระบวนการเชิงเส้น จากนั้น 
ใช้ฟังก์ชันกระตุ้น (activation function) เพื่อสร้างค่าผลลัพธ์สุดท้าย เลเยอร์เชื่อมต่อแบบเต็ม ช่วยให้เครือข่าย
ประสาทเทียมสามารถเรียนรู้รูปแบบที่ซับซ้อน และใช้ในการตัดสินใจขั้นสุดท้ายได้อย่างแม่นยำ โดยมีการปรับ
น้ำหนัก และค่าอคติในระหว่างการฝึกโมเดล เพื่อให้เกิดประสิทธิภาพสูงสุด สมการ (3) อธิบายวิธีการคำนวณ
ของเลเยอร์เชื่อมต่อแบบเต็ม โดยที่ 𝛾 และ 𝑧 แทนเวกเตอร์ผลลัพธ์ และคุณลักษณะนำเข้า 𝑤 หมายถึงน้ำหนัก 
และ 𝑏 หมายถึง ค่าอคติของเลเยอร์เชื่อมต่อแบบเต็ม 

 𝛾 = ∑ 𝑓(𝑤𝑧 + 𝑏)𝑖                           (3) 

แม้ว่าวิธี CNN เป็นโมเดลเครือข่ายประสาทเทียม ที่มีประสิทธิภาพสูงในการประมวลผล
ภาพ อย่างไรก็ตาม CNN ก็มีข้อจำกัดบางประการ เช่น ปัญหาการหายไปของค่าความชัน  เมื ่อโครงข่าย 
มีความลึกมาก ส่งผลประสิทธิภาพในการจำแนกรูปภาพ นอกจากนี้ยังต้องการพารามิเตอร์จำนวนมาก ส่งผลให ้
การฝึกแบบจำลองใช้ทรัพยากรสูง วิธี CNN ยังมีความไวต่อการเปลี่ยนแปลงของมุมมองในภาพ และมีข้อจำกัด
ในการจับความสัมพันธ์เชิงพื้นที่ที่อยู่ไกลกันในภาพ ดังนั้นจึงมีการพัฒนาวิธีการต่าง ๆ เช่น วิธี ResNet-50  
ว ิธ ี  VGG-19 ว ิธี DenseNet201 และ ว ิธี  InceptionV3 เพื่อแก ้ไขป ัญหาที ่ ได ้กล ่าวมาข ้างต ้นนี้   
และเพิ่มประสิทธิภาพในการประมวลผลภาพ แบบจำลองเหล่านี้เป็นแบบจำลองที่ผ่านการฝึกสอนล่วงหน้า 
(Pretrained models) ซึ่งได้รับการฝึกด้วยข้อมูลขนาดใหญ่ เช่น ImageNet ทำให้สามารถถ่ายโอนความรู้ 
ไปยังแบบจำลองใหม่ได้ กระบวนการนี้ช่วยลดความต้องการข้อมูลจำนวนมากในแบบจำลองใหม่ และทำให้ 
การฝึกสอนมีประสิทธิภาพยิ่งข้ึน (Espinoza et al., 2024) 

2. งานวิจัยท่ีเกี่ยวข้อง 
 จากการศึกษางานวิจัยที่เกี ่ยวข้อง พบว่างานวิจัยด้านการประมวลผลภาพด้วยวิธีการเรียนรู้ 

เชิงลึกเป็นวิธีที่ได้รับความนิยมอย่างแพร่หลาย สำหรับงานวิจัยที่ใช้วิธีการเรียนรู้เชิงลึกสำหรับงานจำแนก
รูปภาพพืชสมุนไพร มีรายละเอียดดังนี้ 

มีงานวิจัยที่รวบรวมข้อมูลรูปภาพสมุนไพรตามวัตถุประสงค์ของแต่ละงาน ดังปรากฏ Ji et al. 
(2024) ได้รวบรวมรูปภาพสมุนไพรจีน 10 ชนิด จำนวน 15,719 ร ูปภาพ ผู ้ว ิจ ัยได้ใช้ว ิธ ี AGC มาใช้ 
ในกระบวนการเตรียมข้อมูล และนำมาเปรียบเทียบกับ CLAHE หลังจากนั้นนำมาเรียนรู้ด้วยวิธี GoogLeNet, 
วิธี ResNet-18 และ วิธี MobileNetV2 ผู้วิจัยสรุปว่าการนำวิธี AGC มาใช้ จะช่วยเพิ่มประสิทธิภาพการจำแนก
รูปภาพ Wang et al. (2021) ได้ทดสอบประสิทธิภาพการจำแนกรูปภาพสมุนไพรจีน ที่หั่นเป็นช้ินส่วนขนาดเล็ก
ชนิดแห้ง ด้วยแบบจำลอง AlexNet, VGGNet, และ ResNet ร่วมกับ Fine-tuning ข้อมูลรูปภาพที่นำมาใช้ 
ในการทดสอบเท่ากับ 72,026 รูปภาพ แบ่งเป็น 7 ชนิด แบ่งข้อมูล สำหรับฝึกสอนข้อมูล ข้อมูลสำหรับ 
การตรวจสอบ และ ข้อมูลสำหรับการทดสอบเท่ากับ 70% 15% และ 15% ผู้วิจัยทดลอง Fine-tuning the 
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pre-trained model จะกระทั่งค่า epoch เท่ากับ 200 ผลการทดสอบความถูกต้องของแบบจำลอง ด้วยข้อมูล
รูปภาพจำนวน 10,806 รูปภาพ ผู ้ว ิจัยรายงานว่า แบบจำลอง ResNet based on transfer learning  
แสดงประสิทธิภาพสูงสุด มีค่าความถูกต้องเท่ากับ 98.17% Tan et al. (2021) รวบรวมรูปภาพสมุนไพรจีน  
8 ชนิด โดยใช้กล้องดิจิทัลสมาร์ตโฟน จำนวนรูปภาพที่รวบรวมได้เท่ากับ 4,067 รูปภาพ ได้แก่ 1) Gingko  
2) Ginseng 3) Barley 4) Ficus Carica 5) Jujube 6) Longan 7) Lotus Seed และ 8) Lycium ปรับรูปภาพ 
ให้มีขนาดเท่ากับ 64 x 64 พิกเซล หลังจากนั ้นปรับรูปภาพให้อยู ่ในรูปแบบ Grayscale เพื ่อนำข้อมูล 
เข้าสู่แบบจำลองเพื่อฝึกสอนด้วยวิธี CNN ผู้วิจัยเปรียบเทียบวิธี CNN กับวิธี Random forest และวิธี Support 
vector machine ในการทดลองได้แบ่งข้อมูลออกเป็น 64% สำหรับฝึกสอน 16% สำหรับการตรวจสอบ  
และ 20% สำหร ับการทดสอบ ผลการทดสอบประสิทธ ิภาพ การจำแนกชนิดสมุนไพรจีน ว ิธ ี CNN  
มีประสิทธิภาพสูงสุด เมื่อเปรียบเทียบกับวิธี Random forest และวิธี Support vector machine โดย Chen 
et al. (2023) ได้จำแนกสายพันธุ์สมุนไพรจีน Fritillaria cirrhosa จำนวน 3 สายพันธุ์ ประกอบด้วย สายพันธุ์ 
Songbei สายพันธุ์ Qingbei และสายพันธุ์ Lubei ด้วยวิธี ResNet34 ที่ปรับปรุงโดยการเพิ่มเลเยอร์เชื่อมต่อ
แบบเต็ม ขึ้นมาในตำแหน่งที่อยู่ก่อนตัวจำแนกประเภท Softmax เพื่อปรับปรุงความสามารถ ในการเรียนรู้ 
ของแบบจำลอง ข้อมูลที ่ใช้ในการทดลอง ประกอบด้วยรูปภาพสมุนไพรจีน จำนวน 3,915 ร ูปภาพ  
มีขนาด 224 × 224 พิกเซล โดยสุ่มเลือกรูปภาพประเภทละ 160 รูปภาพ ผู้วิจัยแสดงผลการเปรียบเทียบ
แบบจำลอง 3 วิธี ได้แก่วิธี ResNet18 วิธี Alexnet และ วิธี VGG16 ภายใต้สภาพแวดล้อมการประมวลผล
เดียวกัน พบว่ามีค่าความถูกต้องสูงสุดที่ 92.3% สูงกว่า วิธี ResNet18 วิธี Alexnet และ วิธี VGG16 ซึ่งแสดง
ให้เห็นถึงประสิทธิภาพ และความเหมาะสมของวิธีที่นำเสนอ ยังมีงานที่ลักษณะคล้ายกัน ดังปรากฏ Angkoso 
et al. (2023), Sharrab et al. (2023), Mookdarsanit and Mookdarsanit (2022), Panmuang and 
Rodmorn (2023), และ Islam et al. (2024) จากรายละเอียดการศึกษางานวิจัยที่ผ่านมา แสดงให้เห็นว่า 
ผู ้วิจัยต่างพยายามปรับปรุงประสิทธิภาพการจำแนกรูปภาพด้วยวิธีการเรียนรู ้เชิง ลึก แต่อย่างไรก็ตาม 
ยังมีข้อจำกัดเกี่ยวกับชุดข้อมูลที่นำมาใช้ในกระบวนการฝึกสอน ดังนั้น จึงมีงานวิจัยที่ได้รวบรวมข้อมูลรูปภาพ
สมุนไพร และเผยแพร่ เพื่อนำไปใช้ประโยชน์ ในการพัฒนางานด้านประมวลผลภาพ ตัวอย่างเช่น Sharma et 
al. (2024) ทดลองจำแนกรูปภาพ ด้วยแบบจำลองการเรียนรู้เชิงลึก วิธี VGG19 วิธี InceptionV3 วิธี LeNet  
และ วิธี Resnet50 รูปภาพท่ีนำมาทดลองเป็นรูปภาพใบพืชจำนวน 1835 รูปภาพ จำนวน 30 ชนิด เป็นรูปภาพ
สาธารณะ (https://data.mendeley.com/datasets/nnytj2v3n5/1) ผลการทดลอง วิธ ี VGG-19  
แสดงประสิทธิภาพสูงสุดมีค่าความถูกต้องเท่ากับ 99.85% Islam et al. (2023) ได้รวบรวมรูปภาพใบพืช
สมุนไพรที่ใช้ในประเทศบังคลาเทศ และเผยแพร่ข้อมูลรูปภาพสมุนไพร โดยในเบื้องต้น รวบรวมข้อมูลรูปภาพ 
ได้จำนวน 2,029 รูปภาพ หลังจากนั้นนำมากเข้าสู่กระบวนการ Augmentation จึงมีรูปภาพจำนวนทั้งสิ้น 
38,606 ร ูปภาพ นำข้อมูลร ูปภาพดังกล่าวมาทดลองจำแนกข้อมูลด้วยแบบจำลองการเร ียนรู ้เช ิงลึก  
วิธี DenseNet201 และ วิธี InceptionResNetV2 ผลการทดลองแสดงค่าความถูกต้องเท่ากับ 80.69%  
และ 90.09% Borkatulla et al. (2023) ได้รวบรวมรูปภาพใบพืชสมุนไพรที ่ใช้ในประเทศบังคลาเทศ  
โดยใช้กล้องดิจิทัลสมาร์ตโฟน จำนวน 10 สายพันธุ์ สายพันธุ์ละ 500 รูปภาพ ทั้งนี้ผู้วิจัยได้ทดลองรูปภาพ 
ที่รวบรวมได้มาทดลองประมวลผลรูปภาพดว้ยแบบจำลองการเรยีนรู้ของเครื่อง ด้วยวิธี ImageNet pre-trained 
ResNet50 วิธี DenseNet201 วิธี VGG16 และ วิธี InceptionV3 ในงานวิจัยของ Sarma et al. (2023)  
ได้รวบรวมข้อมูลรูปภาพใบพืชสมุนไพรในรัฐอัสสัม ประเทศอินเดีย เผยแพร่ Mendeley platform นำรูปภาพ
เข้าสู่กระบวนการ Segmentation ด้วยวิธี U-net และในงานวิจัยของ Tian et al. (2024) ได้รวบรวมรูปภาพ
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สมุนไพรจีน และ เผยแพร่เพื่อใช้สำหรับงานด้านการประมวลผลภาพ ประกอบด้วย 2 ชุดข้อมูล คือ 1) รูปภาพ
สมุนไพรจีน 20 ชนิด จำนวน 3,384 รูปภาพ โดยรูปภาพดังกล่าว ได้รับการอธิบายโดยผู้ช่วยชาญด้านการแพทย์
แผนจีน 2) รวบรวมรูปภาพสมุนไพรจีน 400 รูปภาพ ด้วยกล้องสมาร์ตโฟน ผู้วิจัยได้ทดลองนำรูปภาพมาทดลอง
จำแนกข้อมูลรูปภาพด้วยแบบจำลอง 8 วิธี ได้แก่ วิธี VGG ResNet วิธี InceptionV3 วิธี ShuffleNetV2 วิธี 
SqueezeNet วิธี MobileNetV2 และวิธี MobileNetV3 ผลการทดลองพบว่าแบบจำลองการเรียนรู้ของเครื่อง
ที่นำมาทดลอง มีความถูกต้องสูงกว่า 90% โดยวิธี MobileNetV3 มีค่าความถูกต้องสูงสุด มีค่าเท่ากับ 97.10% 
 

3. ออกแบบการทดลอง 
3.1 ข้อมูลทีใ่ช้ในการทดลอง 

1)  ข้อมูลภาพถ่ายรูปภาพสมุนไพรวงศ์ขิงจำนวน 4 ชนิด ได้แก่ ขมิ้นชัน ขมิ ้นอ้อย ไพล  
และว่านนางคำ จำนวน 2,111 รูปภาพ เผยแพร่ข้อมูลบนเว็บไซต์ Mendeley data  สามารถเข้าถึงชุดข้อมูล 
ได้จากลิงค์ https://data.mendeley.com/datasets/87nrnvwzkj/1 

 

ภาพที่ 2 กราฟแสดงข้อมูลจำนวนรูปภาพสมุนไพรจำแนกตามประเภท 

2) เครื่องมือวัดและประเมินผล (Evaluation Metrics) 
งานวิจัยนี้ได้กำหนดเครื่องมือท่ีใช้ในการวัดและประเมินผล ดังนี ้ 
ค่าความถูกต้อง (Accuracy) สำหรับทดสอบประสิทธิภาพในการจำแนกข้อมูลได้ถูกต้อง  

มีค่าสูงสุดเท่ากับ 100% ดังสมการต่อไปนี้ 

Accuracy = (
TP+TN

TP+TN+FP+FN
) × 100                            (4) 

   ค่าความแม่นยำ (Precision) 

Precision =
TP

TP+FP
                                (5) 
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   ค่าความครบถ้วน (Recall) 

Recall =
TP

TP+FN
                     (6) 

   ค่าประสิทธิภาพโดยรวม (F-measure) 

F − measure =
2×Precision ×Recall

Precision+Recall
                                           (7) 

  3.2 การเตรียมชุดข้อมลู 
1) รวบรวมข้อมูลรูปภาพพืชสมุนไพร จำนวน 4 ชนิด ประกอบด้วย ขมิ้นชัน ขมิ้นอ้อย ไพล 

และ ว่านนางคำ โดยสมุนไพรที่ได้รับคัดเลือกคือสุมไพรที่มีอายุพร้อมเก็บเกี ่ยว ถ่ายรูปภาพเหง้าสมุนไพร  
ที่ผ่าเห็นเนื้อด้านในด้วยกล้องสมาร์ตโฟน กำหนดสถานที่ถ่ายภาพอยู่ภายในอาคาร ตัวอย่างภาพถ่ายรูปภาพ
สมุนไพรดังแสดงในภาพที ่3 

 

      

      

ภาพที่ 3 ตัวอย่างภาพถ่ายรูปภาพสมุนไพรที่ใช้งานการทดลอง 

2) รูปภาพที่รวบรวมได้มีจำนวน 2,111 รูปภาพ จัดกลุ่มไฟล์รูปภาพจำแนกตามประเภทของ
สม ุนไพร  ร ูปภาพท ี ่ ได ้จากกล ้องสมาร์ ตโฟน เป ็นไฟล ์นามสก ุล HEIC ผ ู ้ ว ิจ ัยแปลงไฟล ์ร ูปภาพ 
เป็นไฟล์นามสกุล JPG เนื่องจากในการทดลองนี้ ผู้วิจัยใช้ไลบรารี Pillow (หรือ PIL) สำหรับการประมวลผลภาพ 
ซึ่งไม่รองรับไฟล์ HEIC โดยตรง ดังนั ้น จึงจำเป็นต้องแปลงไฟล์จาก HEIC เป็น JPG แม้ว่าการแปลงไฟล์ 
จาก HEIC เป็น JPG อาจทำให้คุณภาพของรูปภาพลดลงเล็กน้อย แต่อย่างไรก็ตาม งานวิจัยของ Zhao et al. 
(2023) ได้มีการแปลงไฟล์จาก HEIC เป็น JPG สำหรับการฝึกสอน และการประเมินผล แบบจำลองการจำแนก
รูปภาพ โดยไม่ได้รายงานถึงผลกระทบที่สำคัญ ต่อประสิทธิภาพการทำงานของแบบจำลอง 

3) รูปภาพท่ีได้จากกล้องสมาร์ตโฟน มีขนาดใหญ่ ดังแสดงในภาพที่ 4 เพื่อลดการใช้ทรัพยากร
และความรวดเร็วในการประมวลผล ผู้วิจัยจึงปรับขนาดรูปภาพให้มีขนาดเท่ากับ 224x224 พิกเซล 
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ภาพที่ 4 ขนาดรูปภาพท่ีรวบรวมโดยใช้กล้องดิจิทัลสมารต์โฟน 

4) สร้างข้อมูลใหม่จากข้อมูลที ่มีอยู ่ เพื ่อเพิ ่มความหลากหลายให้กับชุดข้อมูลฝึก สอน 
โดยการสร้างภาพที่มีการเปลี่ยนแปลงเล็กน้อยจากต้นฉบับ ซึ ่งช่วยให้แบบจำลองสามารถเรียนรู ้ได้ดีขึ้น  
และลดโอกาสการเกิด Overfitting ด้วยการใช้เทคนิค Data augmentation ตัวอย่างผลลัพธ์เทคนิค Data 
augmentation ดังแสดงในรูปภาพท่ี 5 

 

ภาพที่ 5 ผลลัพธ์การใช้เทคนิค Augmentation 

3.2 ดำเนินการทดลองจำแนกข้อมลูรปูภาพสมุนไพร 
การศึกษานี้มีวัตถุประสงค์เพื ่อเพื ่อศึกษาและเปรียบเทียบประสิทธิภาพของแบบจำลอง 

การเรียนรู้เชิงลึก ประเภทโครงข่ายประสาทเทียมแบบคอนโวลูชัน 4 วิธี ได้แก่ วิธี ResNet-50 วิธี VGG-19  
วิธี DenseNet201 และ วิธี InceptionV3 สำหรับการจำแนกรูปภาพเหง้าสมุนไพร ในวงศ์ขิง 4 ชนิด  
และ เพื่อปรับแต่งพารามิเตอร์ของแบบจำลองให้มีความเหมาะสม และ ประเมินประสิทธิภาพของแบบจำลอง 
สำหรับใช้เป็นข้อมูลเบื้องต้น ในการนำไปใช้ในกระบวนการจำแนกสมุนไพร หลังจากขั้นตอนการเตรียมชุดข้อมูล
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ให้พร้อมสำหรับนำเข้าสู ่แบบจำลองการเรียนรู้เชิงลึก และทดสอบประสิทธิภาพการจำแนกรูปภาพแล้ว  
ผู้วิจัยดำเนินการดังนี้ 

1) แบ่งข้อมูลออกเป็น 70% สำหรับการฝึกสอน 20% สำหรับ การตรวจสอบ และ 10% 
สำหรับการทดสอบ  

2) หล ังจากเตรียมข้อม ูลเร ียบร้อยแล้วในขั ้นตอนนี ้จะเป็นการทดลองจำแนกข้อมูล  
ด้วยวิธีการเรียนรู ้เชิงลึก 4 วิธี คือ 1) วิธี ResNet-50 2) วิธี VGG-19 3) วิธี DenseNet201 และ 4) วิธี 
InceptionV3 ซึ ่ง เป็นสถาปัตยกรรมโครงข่ายประสาทเทียมแบบคอนโวลูชัน ที ่ได ้ร ับการออกแบบ  
เพื ่อรองร ับงานจำแนกรูปภาพ  ม ีการพัฒนาเพื ่อลดข้อจำกัด  ที ่พบในโครงข่ายเชิงล ึกแบบดั ้ งเดิม  
เช่น ปัญหาการสูญเสียความชันของกราดีเอนต์ (vanishing gradients) หรือ ความซับซ้อนในการคำนวณที่สูง  
รายละเอียดโครงสร้างของแบบจำลองสามารถ่านเพิ่มเติมได้ ในงานของ Yao et al. (2022) มีรายละเอียด
แบบจำลองที่ทดลองในงานวิจัยมีดังนี ้

วิธี VGG-19 มีโครงสร้าง โครงข่ายประสาทเทียมแบบคอนโวลูชัน แบบลึกทีป่ระกอบด้วย 19 
ชั้น โดยใช้ เลเยอร์คอนโวลูชัน ขนาด 3×3 ที่เรียงซ้อนกันหลายชั้น ตามด้วย เลเยอร์รวมข้อมูล และ เลเยอร์
เชื่อมต่อแบบเต็ม โครงสร้างดังกล่าวช่วยให้แบบจำลองสามารถเรียนรู้คุณลักษณะ (features) เชิงลึกที่ซับซ้อน 
ข้อจำกัดของแบบจำลองนี ้คือ มีจำนวนพารามิเตอร์สูง ส่งผลให้มีความซับซ้อนในการคำนวณ สูงตามไปด้วย 

วิธี ResNet-50 นำเสนอแนวคิด Residual Learning ซึ่งอาศัย shortcut connections 
เพื่อลดปัญหาการสูญเสียความชันของกราดีเอนต์ (vanishing gradients) ที่เกิดขึ้นในโครงข่ายที่ลึก โครงสร้าง
ของแบบจำลอง ประกอบด้วย 50 ชั ้น โดยแบ่งออกเป็น residual blocks ซึ ่งช่วยให้การส่งผ่านข้อมูล  
ทำได้อย่างมีประสิทธิภาพ ส่งผลให้การเรียนรู้คุณลักษณะเป็นไปอย่างราบรื่นแม้ในโครงข่ายท่ีมีความลึกมาก 

วิธี DenseNet201 ใช้แนวคิด Dense Connections โดยให้แต่ละเลเยอร์ เชื ่อมโยง 
กับทุกเลเยอร์ก่อนหน้าโดยตรง ผ่านกลไก feature reuse ซึ่งช่วยลดจำนวนพารามิเตอร์ที่จำเป็นในการเรียนรู้ 
ส่งผลให้แบบจำลองมีประสิทธิภาพในการใช้ข้อมูลและช่วยลดการสูญเสียข้อมูลระหว่างเลเยอร์ แบบจำลองนี้
ประกอบด้วย 201 ช้ัน ซึ่งช่วยปรับปรุงการไหลของข้อมูลในโครงข่ายได้ดียิ่งขึ้น 

วิธี InceptionV3 ใช้โครงสร้าง โมดูล Inception (Inception Modules) ซึ่งออกแบบ 
ให้ใช้ เลเยอร์คอนโวลูชัน หลายขนาดภายในเลเยอร์เดียวกัน เพื่อจับคุณลักษณะจาก  receptive fields  
ที ่แตกต ่างก ัน ทำให ้สามารถเร ียนร ู ้ล ักษณะเฉพาะของภาพได้อย ่างม ีประส ิทธ ิภาพ โคร งสร ้างนี้ 
ช่วยลดจำนวนพารามิเตอร์ที่ต้องใช้ ขณะเดียวกันยังสามารถรักษาประสิทธิภาพในการประมวลผลภาพได้ดี 

3) ใช้วิธี Hyperparameter เพื่อหาค่าที่ดีที่สุดของแต่ละแบบจำลอง กำหนดค่าพารามิเตอร์ 
ในการทดลอง รายละเอียดดังแสดงในตารางที่ 1 

วิธี Hyperparameter ในกระบวนการเรียนรู ้เชิงลึก ประกอบด้วยวิธีการที่หลากหลาย  
เช่น การค้นหาแบบกริด (Grid Search) (Liashchynskyi & Liashchynskyi, 2019) การค้นหาสุ่ม (Random 
Search) (Andradóttir, 2015) การลดค่าเกรเดียนท์ (Gradient Descent-Based Optimization)  
(Ruder, 2016) และวิธีการแบบเบย์เซียน (Bayesian Optimization) (Falkner et al., 2018) อย่างไรก็ตาม  
ในกรณีของแบบจำลองการเรียนรู้เชิงลึกขนาดใหญ่ พื้นที่ของค่าพารามิเตอร์เชิงไฮเปอร์ (hyperparameter 
space) มักมีขอบเขตที่กว้างและมีความซับซ้อนสูง ส่งผลให้วิธีการข้างต้น มีข้อจำกัดในด้านประสิทธิภาพและ
ความแม่นยำ 
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การค้นหาแบบกริด (Liashchynskyi & Liashchynskyi, 2019) เป็นวิธีที่ทำการประเมิน
ค่าพารามิเตอร์ทุกค่า ภายในช่วงที ่กำหนด ซึ ่งแม้จะสามารถระบุค่าที ่เหมาะสมได้อย่างชัดเจน แต่ต้อง  
ใช้ทรัพยากรด้านเวลา และการประมวลผลสงู ขณะที่การค้นหาสุ่ม (Andradóttir, 2015) เป็นวิธีที่ช่วยลดจำนวน
การทดลองได้ โดยอาศัยการสุ่มค่าพารามิเตอร์จากช่วงที่กำหนด อย่างไรก็ตาม วิธีการดังกล่าว มีข้อจำกัด 
ด้านประสิทธิภาพ ในการประมวลผลแบบขนาน การลดค่าเกรเดียนท์ (Ruder, 2016) อาศัยสมมติฐานว่าฟังก์ชัน
เป้าหมาย ต้องมีลักษณะเป็นคอนเวกซ์ (convex function) เพื่อให้แน่ใจว่า กระบวนการจะลู่เข้าสู่ค่าที่ดีที่สุด 
(optimum) ได้สำเร็จ แต่ในทางปฏิบัติ ฟังก์ชันที่เกี่ยวข้องกับการหาค่าพารามิเตอร์ที่เหมาะสม มักมีลักษณะ 
ที่ไม่แน่นอน และ ซับซ้อนสูง สำหรับวิธีการแบบเบย์เซียน (Falkner et al., 2018) จำเป็นต้องเลือกใช้
แบบจำลองตัวแทน (surrogate model) ที่เหมาะสม ซึ่งอาจไม่สามารถใช้งานได้อย่างมีประสิทธิภาพในทุกกรณี
ของปัญหา 

ภายใต้บริบทของงานวิจัยฉบับนี้ การเลือกใช้การค้นหาสุ่ม จึงเป็นแนวทางที่เหมาะสม 
เนื ่องจากสามารถสร ้างสมดุลระหว่างความเร็ว ความเร ียบง่าย และประสิทธ ิภาพในการใช้งานจริง  
เมื ่อเปรียบเทียบกับการค้นหาแบบกริด อีกทั ้งยังแสดงประสิทธิภาพที ่ดี  ในกรณีที ่พารามิเตอร์บางตัว 
มีอิทธิพลต่อผลลัพธ์ของแบบจำลอง มากกว่าพารามิเตอร์ตัวอื่น (hyperparameter sensitivity) นอกจากนี้  
การค้นหาสุ่ม มีความยืดหยุ่นในการกำหนดช่วงของค่าพารามิเตอร์ และสามารถดำเนินการทดลองจำนวนมาก 
ได้ภายในเวลาอันจำกัด ซึ ่งช่วยเพิ ่มโอกาสในการค้นหาค่าที ่เหมาะสม  ในสภาพแวดล้อมที ่มีข ้อจำกัด 
ด้านทรัพยากร (Andradóttir, 2015) 

 
ตารางที่ 1 รายละเอียดการกำหนดค่าพารามิเตอร์ในแบบจำลองการเรียนรู้เชิงลึก 
 

ขั้นตอน รายละเอียดการต้ังค่า 
การตั้งค่าเริ่มต้น seed_value = 123 
Data augmentation - ข้อมูลฝึกสอน: rotation_range=20, width_shift_range=0.2, 

height_shift_range=0.2, shear_range=0.2, zoom_range=0.2, 
horizontal_flip=True, fill_mode='nearest' 
- ข้อมูลตรวจสอบ และ ข้อมลูทดสอบ: rescale=1/255 

โครงสร้างแบบจำลอง 
(Architecture) 

- ช้ัน Flatten 
- Dense (ปรับจำนวนโหนดด้วย hyperparameter tuning, ฟังกชั์นกระตุ้น 
relu) 
- ช้ันสุดท้าย Dense + softmax สำหรับการจำแนกหลายคลาส 

การปรับแต่ง 
Hyperparameter 

- การค้นหา: dense_units = [128, 256], learning_rate = [1e-2, 1e-3, 
1e-4] 
- จำนวนครั้งการทดสอบ = 5, จำนวนรอบฝึก = 10 

การฝึกสอนและประมวลผล - epochs = 100 และ 200 
- ประเมินแบบจำลองด้วย Test Loss และ Test Accuracy 
- แสดง Confusion Matrix แสดง metrics: accuracy, precision, recall, 
f1-score 
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การปรับแต่งพารามิเตอร์ เป็นกระบวนการที่สำคัญในการพัฒนาแบบจำลองการเรียนรู้  
เชิงลึก เพื่อให้ได้แบบจำลองที่มีประสิทธิภาพสูงสุด งานวิจัยนี้ ได้ปรับแต่งพารามิเตอร์หลัก 2 พารามิเตอร์  
คือ  จำนวนโหนดในชั้น Dense (dense_units) และ อัตราการเรียนรู้ (learning_rate) ผ่านกระบวนการ 
Hyperparameter Tuning จาก ตารางที ่ 1 การกำหนดจำนวนโหนดในชั ้น Dense ที ่ 128 และ 256  
เป็นการเลือกค่าเพื่อทดสอบประสิทธิภาพ โดยค่า 128 เป็นค่ามาตรฐานที่มักใช้กับแบบจำลองที่ไม่ซับซ้อน 
เหมาะสำหรับชุดข้อมูลขนาดกลางและช่วยป้องกันการเกิด Overfitting ส่วนค่า 256 จะช่วยให้แบบจำลอง
สามารถจับรายละเอียดของข้อมูลได้มากขึ้น ซึ ่งอาจเพิ่มความสามารถในการจำแนกได้ดีขึ ้น สำหรับอัตรา  
การเรียนรู้ที่ 1e-2 1e-3 และ 1e-4 ครอบคลุมช่วงความเร็วในการเรียนรู้จากสูงไปต่ำ เพื่อศึกษาผลกระทบ 
ของการปรับน้ำหนักในแต่ละขั้นตอน การใช้ค่าที่แตกต่างกันนี้จะช่วยเลือกอัตราการเรียนรู้ที่เหมาะสมที่สุด 
และปรับปรุงประสิทธิภาพของโมเดล 

4) ทดลองจำแนกข้อมูลด้วยวิธีการเรียนรู้ของเครื่องดั้งเดิม 2 วิธี คือ 1) วิธี Random forest 
และ 2) วิธี Support vector machine 

 

ผลการวิจัยและอภิปรายผล 
งานวิจัยนี้ได้รวบรวมข้อมูลรูปภาพสมุนไพร 4 ชนิด ได้แก่ ขมิ้นชัน ขมิ้นอ้อย ไพล และว่านนางคำ  

ด้วยกล้องสมาร์ตโฟนในสภาพแวดล้อมที่ควบคุม จำนวน 2,111 รูปภาพและนำเข้าประมวลผลในแบบจำลอง
การเรียนรู้เชิงลึก 6 วิธี ผลการดำเนินการทดลองดังแสดงในตารางที่ 2 ผลลัพธ์ที่ได้จากแต่ละวิธีมีความแตกต่าง
กันดังนี ้

วิธี ResNet-50 ในการฝึกฝน จำนวนรอบการฝึก 100 รอบ  มีค่าความถูกต้อง เท่ากับ 0.81 และ  
ค่าประสิทธิภาพโดยรวม เท่ากับ 0.81 แสดงให้เห็นว่าแบบจำลองสามารถจำแนกรูปภาพได้ดี มีค่าความสญูเสีย 
เท่ากับ 0.46 และเมื่อเพิ่มจำนวนรอบการฝึกเป็น 200 รอบ ค่าความถูกต้อง และ ค่าประสิทธิภาพโดยรวม 
เพิ่มขึ้นเป็น 0.98 และ 0.98 ตามลำดับ ซึ่งแสดงให้เห็นว่า แบบจำลองสามารถปรับปรุงประสิทธิภาพได้ดีขึ้น 
เมื่อมีการฝึกฝนมากขึ้น 

วิธ ี VGG-19 ในการฝึกฝน จำนวนรอบการฝึก 100 มีค่าความถูกต้อง เท่ากับ 0.99 และ ค่า
ประสิทธิภาพโดยรวม เท่ากับ 0.99 ซึ่งเป็นค่าท่ีสูงมาก แสดงว่าแบบจำลอง มีความสามารถในการจำแนกรูปภาพ 
ได้แม่นยำ และครบถ้วน และเมื่อเพิ่มจำนวนรอบการฝึกเป็น 200 รอบ ค่าความสูญเสีย เพิ่มขึ้นเล็กน้อย มีค่า 
0.11 มีค่าความถูกต้อง  และ ค่าประสิทธิภาพโดยรวม ยังคงอยู่ในระดับที่สูงท่ี 0.98 

วิธี DenseNet201 แสดงผลลัพธ์ที่ดีที่สุดในทุกๆ ด้าน ในการฝึกฝน จำนวนรอบการฝึก 100 รอบ  
มีค่าความถูกต้อง เท่ากับ 0.99 และ ค่าประสิทธิภาพโดยรวม เท่ากับ 0.99 โดยมีค่าความสูญเสียต่ำที่สุด 
เท่ากับ 0.03 เมื ่อเพิ ่มจำนวนรอบการฝึกเป็น 200 รอบ ค่าความถูกต้อง และ ค่าประสิทธิภาพโดยรวม  
เพิ่มขึ้นเป็น 1.00 ซึ่งแสดงให้เห็นถึงประสิทธิภาพในการจำแนกรูปภาพท่ีสูงที่สุด 

วิธี InceptionV3 ในการฝึกฝน จำนวนรอบการฝึก100 รอบ มีค่าความถูกต้อง เท่ากับ 0.99  
และ ค่าประสิทธิภาพโดยรวม เท่ากับ 0.99 ซึ่งแสดงถึงผลลัพธ์ที่ดีมาก เมื่อเพิ่มจำนวนรอบการฝึกเป็น 200 รอบ 
ค่าความถูกต้อง และ ค่าประสิทธิภาพโดยรวม ลดลงเหลือ 0.95 และ 0.95 ตามลำดับ ซึ ่งอาจเป็นผลจาก 
การฝึกฝนมากเกินไปหรือเกิดการ overfitting กับข้อมูลบางประเภท 
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ในการทดสอบด้วยวิธี Random forest ได้ค่าความถูกต้อง ที่ 0.87 และ ค่าประสิทธิภาพโดยรวมที่ 
0.87 ซึ่งแสดงถึงความสามารถ ในการจำแนกรูปภาพในระดับปานกลาง โดยมีความแม่นยำและความครบถ้วนที่
ต่ำกว่าโมเดลการเรียนรู้เชิงลึก 

วิธี Support vector machine มีค่าความถูกต้อง ที่ 0.92 และ ค่าประสิทธิภาพโดยรวม ที่ 0.92 ซึ่ง
แสดงให้เห็นว่ามีประสิทธิภาพดีกว่า วิธี Random forest แต่ยังคงต่ำกว่าโมเดลการเรียนรู้เชิงลึก 

ตารางที่ 2 ตารางแสดงผลการทดลองจำแนกรูปภาพสมุนไพร 
 

รายชื่อ
แบบจำลอง 

รอบการ
ฝึกฝน 

(Epoch) 

ค่าความ
สูญเสีย  

(Test loss) 

ค่าความถูก
ต้อง  

(Test 
Accuracy) 

ค่าความ
แม่นยำ 

Precision 

ค่าความ
ครบถ้วน 
Recall 

ค่า
ประสิทธิภาพ

โดยรวม 
F-measure 

 ResNet-50 100 0.46 0.81 0.84 0.81 0.81 
200 0.09 0.98 0.98 0.98 0.98 

VGG-19 100 0.06 0.99 0.99 0.99 0.99 
 200 0.11 0.98 0.98 0.98 0.98 
DenseNet201 100 0.03 0.99 0.99 0.99 0.99 
 200 0.01 1.0 1.00 1.00 1.00 
InceptionV3 100 0.02 0.99 0.99 0.99 0.99 
 200 0.09 0.95 0.96 0.95 0.95 
RF   0.87 0.88 0.87 0.87 
SVM    0.92 0.92 0.92 

 
จากตารางที่ 2 จากผลการทดลองพบว่าการจำแนกรูปภาพสมุนไพรโดยใช้แบบจำลองการเรียนรู้เชิงลกึ 

เช่น วิธี VGG-19 วิธี DenseNet201 และ วิธี InceptionV3 แสดงผลลัพธ์ที่มีประสิทธิภาพและความแม่นยำสูง
กว่าวิธีการเรียนรู้ของเครื่องดั้งเดิม ได้แก่ วิธี Random forest และ วิธี Support vector machine 

สำหรับผลการจำแนกภาพโดยใช้แบบจำลองการเรียนรู้เชิงลึก พบว่าวิธี DenseNet201 ที่มีจำนวนรอบ
การฝ ึก 200 รอบ แสดงค ่าความถ ูกต้อง ส ูงส ุดท ี ่  1.00 พร ้อมค่าความแม ่นยำ ค ่าความครบถ้วน  
และ ค่าประสิทธิภาพโดยรวม ที ่ระดับ 1.0 การที่จำนวนรอบการฝึก 200 รอบมีประสิทธิภาพสูงกว่า 
การฝึกด้วย 100 รอบ อาจเกิดจาก แบบจำลองมีเวลาเพียงพอ ในการเรียนรู ้รูปแบบของข้อมูล ได้ดีขึ้น 
ในรอบการฝึกที่เพิ่มขึ้น ส่งผลให้ประสิทธิภาพของแบบจำลอง อยู่ในระดับสูงขึ้น การที่วิธี DenseNet201  
มีผลลัพธ์ที่ดีที่สุด อาจเนื่องมาจากการออกแบบ ที่เน้นการเชื่อมโยงระหว่างเลเยอร์อย่างหนาแน่น (dense 
connections) ซึ ่งช่วยให้แบบจำลอง สามารถเรียนรู ้คุณลักษณะที ่สำคัญ ได้ด ีข ึ ้นจากข้อมูลร ูปภาพ  
วิธี DenseNet201 ทุกๆ เลเยอร์จะรับข้อมูลจากทุกๆ เลเยอร์ก่อนหน้า ซึ่งทำให้ข้อมูลที่สำคัญ ถูกนำไปใช้ได้
อย่างมีประสิทธิภาพ ลดปัญหาการสูญเสียข้อมูล  และช่วยให้แบบจำลอง สามารถจับความสัมพันธ์ ระหว่าง
ลักษณะของข้อมูลได้ลึกซึ้งยิ่งขึ้น นอกจากนี้ DenseNet201 ยังมีจำนวนพารามิเตอร์ที่น้อยกว่าบางแบบจำลอง 
เช่น ResNet-50 ซึ่งทำให้แบบจำลอง สามารถฝึกฝนได้เร็ว และมีความยืดหยุ่นมากกว่า ซึ ่งสอดคล้องกับ 
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ผลการทดลองของ Borkatulla et al. (2023) ที่ได้รายงาน ผลการทดสอบจำแนกข้อมูลรูปภาพสมุนไพร  
ในประเทศบังคลาเทศ วิธี DenseNet201 แสดงผลลัพธ์ที ่ดีที ่สุด  มีค่าความถูกต้องเท่ากับ 0.97 ส่วนวิธี  
VGG-19 และ วิธี InceptionV3 มีผลลัพธ์ที่ใกล้เคียงกัน โดยมีค่าความถูกต้องเท่ากับ 0.98 ถึง 0.99 เมื่อรอบ 
การฝึกอยู่ที ่200 รอบ แสดงถึงความเหมาะสมของแบบจำลองทั้ง 3 วิธี ในการจำแนกรูปภาพสมุนไพรในลกัษณะ
นี ้ในขณะที่ วิธี ResNet-50 แสดงความถูกต้องลดลงเล็กน้อย เมื่อเทียบกับวิธี DenseNet201 และ วิธี VGG-19 
อย่างไรก็ตาม วิธี ResNet-50 ก็ยังคงแสดงผลลัพธ์ทีสู่งถึง 0.98 เมื่อรอบการฝึกอยู่ที่ 200 รอบ 

ผลการจำแนกโดยใช้วิธีการเรียนรู้ของเครื่องดั้งเดิม วิธี Random forest และวิธี Support vector 
machine มีค่าความถูกต้องที่ต่ำกว่าแบบจำลองการเรียนรู้เชิงลึก โดย วิธี Random forest มีค่าความถูกต้อง
เท่ากับ 0.87 และ Support vector machine มีค่าความแม่นยำ ค่าความครบถ้วน และค่าประสิทธิภาพ
โดยรวม ประมาณ 0.92 แม้ว่าผลลัพธ์เหล่านี ้จะมีความน่าพอใจ แต่ประสิทธิภาพยังคงต่ำกว่าแบบจำลอง 
การเรียนรู ้เชิงลึก ซึ่งชี ้ให้เห็นว่าการใช้แบบจำลองเชิงลึกอาจเป็นวิธีที ่เหมาะสมกว่าในการจำแนกรูปภาพ 
ที่มีความซับซ้อน 
 
สรุป 

งานวิจัยนี้มีวัตถุประสงค์เพื่อ เพื่อศึกษาและเปรียบเทียบประสิทธิภาพของแบบจำลองการเรียนรู้เชิงลึก 
ประเภทโครงข่ายประสาทเทียมแบบคอนโวลูชัน 4 วิธี ได้แก่ วิธี ResNet-50 วิธี VGG-19 วิธี DenseNet201 
และ วิธี InceptionV3 สำหรับการจำแนกรูปภาพเหง้าสมุนไพร ในวงศ์ขิง 4 ชนิด ได้แก่ ขมิ้นชัน ขมิ้นอ้อย ไพล 
และว่านนางคำ และ เพื่อปรับแต่งพารามิเตอร์ของแบบจำลองให้มีความเหมาะสม และ ประเมินประสิทธิภาพ
ของแบบจำลอง สำหรับใช้เป็นข้อมูลเบื้องต้น ในการนำไปใช้ในกระบวนการจำแนกสมุนไพร จุดเด่นในงานวิจัยนี้ 
คือ การได้รวบรวมข้อมูลรูปภาพสมุนไพรประเภทเหง้า ที่มีลักษณะคล้ายคลึงกันมาก ทั้ง 4 ชนิด ด้วยกล้อง
สมาร ์ตโฟน เผยแพร่สาธารณะสำหรับน ักว ิจ ัยในการนำไปใช ้ในงานว ิจ ัยด ้านการประมวลผลภาพ 
ให้มีประสิทธิภาพมากขึ้น ผู ้วิจัยทดลองจำแนกรูปภาพสมุนไพร ด้วยแบบจำลองการเรียนรู ้เชิงลึก 4 วิธี  
ค ื อ  1) ResNet-50 2) VGG-19 3) DenseNet201 แ ล ะ  4) InceptionV3 แ ล ะ ใ ช ้ ว ิ ธ ี  Hyperparameter  
เพื่อหาค่าท่ีดีที่สุดของแต่ละแบบจำลอง ผลการทดลองแสดงให้เห็นว่า วิธี DenseNet201 ที่มีจำนวนรอบการฝึก 
200 รอบ มีความแม่นยำสูงสุดถึงเมื่อเปรียบเทียบกับแบบจำลองอื่น ๆ ที่ได้ทำการทดลอง มีค่าความสูญเสีย
เท่ากับ 0.01 แสดงให้เห็นถึงศักยภาพของแบบจำลองโครงข่ายประสาทเทียมแบบคอนโวลูชัน ในการจำแนก
รูปภาพพืชสมุนไพรได้อย่างแม่นยำ เป็นแนวทางในการประยุกต์ใช้ในอุตสาหกรรมที่เกี่ยวข้อง เช่น การแพทย์
แผนไทย อุตสาหกรรมยา อาหารเสริม และเวชสำอาง เพื ่อช่วยให้กระบวนการคัดแยกวัตถุดิบสมุนไพร  
ให้มีความแม่นยำและได้มาตรฐานมากยิ่งขึ้น ซึ่งโดยทั่วแล้ว การตรวจสอบคัดแยกพืชสมุนไพร มักดำเนินการ
ภายใต้สภาวะแสงที ่เพียงพอ เพื ่อให้สามารถประเมินลักษณะ และ คุณสมบัติต่าง ๆ ของพืชสมุนไพร  
ได้อย่างถูกต้องและแม่นยำ ในงานวิจัยนี้ ดำเนินการถ่ายภาพพืชสมุนไพร ภายใต้สภาวะแสงที่ควบคุมได้ 
ในห้องปฏิบัติการ เพื่อลดความแปรปรวน และ เพิ่มความถูกต้องในการประเมินผล อย่างไรก็ตาม เพื่อให้ 
การประเมินประสิทธิภาพของแบบจำลอง มีความครอบคลุมและสอดคล้อง กับการใช้งานในสถานการณ์จริง 
การศึกษาต่อไป ควรพิจารณาทดสอบแบบจำลอง ภายใต้สภาวะแวดล้อมท่ีหลากหลายมากข้ึน เช่น การถ่ายภาพ
ในที่แสงน้อย หรือ จากมุมมองที่แตกต่างกัน การทดสอบดังกล่าว จะช่วยให้มั่นใจว่าแบบจำลองสามารถจำแนก
รูปภาพ ได้อย่างถูกต้องในสภาวะที่ใกล้เคียงกับการใช้งานจริง 
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ข้อเสนอแนะ 
งานวิจัยในอนาคต ผู้วิจัยมีแนวคิดในการจำแนกรูปภาพสมุนไพร ที่ไม่ควบคุมคุณภาพของรูปภาพ  

การควบคุมแสง และพื้นหลังของวัตถุ หรือรูปภาพที่ต้องการระบุหรือจำแนกมีสิ่งบดบัง และเพิ่มจำนวนชนิดพืช
สมุนไพรที่นำมาใช้ในการทดลอง  
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