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PERFORMANCE COMPARISON OF CONVOLUTIONAL NEURAL NETWORK-BASED
DEEP LEARNING MODELS FOR RHIZOME IMAGE CLASSIFICATION
IN THE ZINGIBERACEAE FAMILY

A-Nanya Promkot’" Rattana Intaket? Supailin Pichai’

Abstract

Herbal plants have been an essential part of traditional medicine for centuries.
They have been used to treat various ailments and promote overall health. Despite significant
advances in modern medicine, herbal plants have played a crucial role and been extensively
employed across numerous sectors. A major challenge in their application is the accurate
identification and classification of species, as herbs within the same family often exhibit
remarkably similar physical characteristics. Such similarities can cause misclassification, leading
to ineffective products or potential health risks. This study evaluated and compared four
convolutional neural network models including ResNet-50, VGG-19, DenseNet201, and
InceptionV3 for classifying rhizome images of four species in the Zingiberaceae family: Turmeric,
Zedoary, Plai, and Wild turmeric. This aimed to properly adjust their parameter and evaluated
their efficiency of model. The researchers collected and publicly released a dataset of 2,111
images then applied data augmentation to increase training diversity. After that, hyperparameter
tuning was performed to optimize model performance. Experimental results were demonstrated
that DenseNet201 with 200 training epochs, outperformed the other models, achieving the
highest classification accuracy. These findings were suggested that the proposed model has
been highly suitable for practical use in herbal industries, aiding species identification, product

standardization, and quality control.
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Zedoary, Convolution neural network, Plai, Wild turmeric
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umin
nslRvayulnsuassdndusiayulng funldufutuegiededadlutimansdiuiumn
fssnufiseyin arseengrimetanmlufie wwu ndfluoad woifiuesd wazdanaoes Huilade
ddniidmarousslovidoguam Avayulnsuwsiazyia fasmmanuazdosianisldauiunndatu
(Sellami et al., 2018) ﬁ'ﬂuamqulwi‘uN‘UﬁmTa‘”ﬂ‘wmwquﬂwmam{ﬁliﬂé’lﬁmﬁ’umﬂ
uendt agTuunvdadvanulnssieavalaegagndes deserdsaaiuganusiuigy
wazUszaunisal vesidsamydungnuaans vievuefiutiu (Zhu et al, 2018) auluunands
Winauduay way ddeandeslunisseyvlinvesivayulng wndwunyiavesivayulnsligneies
nAnAneifiusgUInayulns uiem3uen axliamnsadnulsals uazenadmasunsesosienie
desnnldaulnsinedin vidolinsatuermsvedsa dafu msseyriinfvayulnsiadunszuiunis
wil ol fmnudidyeeied e danansznudogpaiunssuetayulng wazussvvugldauialy
fiviogluredla (Zingiberaceae) \Hunilslufiwayulnsildsuogrsunsvans fqusfueyyadass
(Antioxidant activity) qwéé’fmmsé’mau (Anti-inflammatory activity) e qw%‘gué?anmﬁzy@uim
veuwadiiiosen (Tumor cell growth inhibitory activity) (Liu et al., 2013) @slulaniiuszanas 1,300
vila nszaneiegiiluluaiou Inslanizlugianaedens fusenidedld (Soumya et al., 2023)
fegsiiveyluiedds Aifenudeuhuldluiiagtu ldun adudu (Turmeric) aiiudos (Zedoary)
Twa (Plai) ward1uunae (Wild turmeric) Tagudi udu wazadl udos 1uiivluana Curcuma
nMsduuniiv 4 viadensiuunviaayulnsfingn fennddmionsaunaududsivildon
desnfiumardfisnusmanmenmediendatu Hedveanth ndu uandoduda doserdoaul
waza By duiiaianzynna
sgANnunTIimssumalulagasauna ludagdu maluladnisussananadayavuinivg
Idndunumluanuiinermansauninainuieg lawn ssuvatvayunisitadelsa (Wang et al,,
2020) (Ragab et al., 2023) (Zhong et al., 2024) wUULLwﬁﬂmmm'ﬁLLazmi@LLaqsum‘w (Kaur
et al., 2023) (Smith et al., 2022) waluladivai Preanvayulszdnsam lunisliuinig
AUENSITUEY deansenulagnsiauservu nsUssendwalulagnisuseuianadeyavuinley
dmdumssiuuniivanulng Wudsidanuddnlubunsegio dau warquain msduunivayulng
F838n15158ugweaAI ae (Machine learming) azgasanauidss Tunisudnayulnsfidnyia
PrifinUszansamlunisndnayulnsaunm dwsvgaamnssuenayulng uazasldaulugum
uenandl Feduasuliuszarmuialy annseldfvayulnslunisguaguaimvesnuiond awiu
Frganeldinslunissnuimeivia way advayuaudedu Tunisldayulnsludinuse ity
29Uy dawideunune Midsatesdumsiauiuuudiassduungunniivayulng uagnandn
yansaens Tutasiu maldeietunssuungunm fifeldmatiamadouivonaioauusady
(traditional machine learning) loun 35 Random forest A% Support vector Machine uay
33 TasevneUsramfionuuunansdu (Multi-layer Perceptron) fleMuAdediniuun (Aakif & Khan,
2015) lsmmasaduungunmlufiedfigusisuuusing 4 1wy 14 via Wunsiesgidnuarguin
neuenvesluiiy Wi dadiu Anunay ANe1d AUnd1e Yeulu uag laseainegunse lagld
AMANYUENIETUFIWINGT (morphological features) AuanwuzlBle1ugunse (shape-defining
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feature) uazAay i1 1369 (Fourier descriptors) 9aglsianunsadauunluie fusaunnsneiu
I¢ogsdiusyanBnw aghdlsfio 3ddidednda lunisduunluiisiifiuidlndifestu uduansis
Aulundyudu Wy dvedlu arnane wieduAvesly esnldldfansunmand@mand
Tunisuszaananin Wusy sgrslsinuninudosnisduungunmity Alldnvaesusiedneiu
wishadufidnsedy Salanudndu FeaunsaudluiisuuudiasanisiFoudidsdn farwannsa
Tunindeuifaesanguninldesisasudau fegusn & uasiuialaglidesooniuuilians
fedle wangdmiuduunsunmiifinrududou was arundisndege dedu swidefiieates
Aun1siwiwuudiass dmsudnwungunaimiieni) Jellondsegndisnisisousivedn lunisudle
Jaym Fusnglusnures Zhao et al. (2022) Wuwnuddeiliinalulaguszunananm dmudiuun
EUﬂWWIUﬁ‘Uﬁﬁaﬁﬂﬁﬂiﬂﬁﬁlﬁiﬂa%‘ DoubleGAN Haz41uve4 Liu et al. (2020), Cap et al. (2022),
Alshammari et al. (2024), Wang et al. (2021), wag Promkot (2024) fidnwuzaaiuiu Tan et al.
(2021) I¥srusmgUniniiedu 4,067 Unm frendesidvia ihdeyasunin smeaeusie3s Random
forest uaz 35 Support vector machine 31nN1sAnwINUITETREYes aziulddn muddedounth
Iiuanaanisnnassiiimela udog1slsAnusdisaumainmatevesiivayulng nssrusudeya
sUaayulng wazn1sUTuUsmuuIaeslidaiugndesusiug aenndesfudnuaeivayulng
wiazvdiadsnadudentanuime

Tudaqiiu msduuniivayulng ssuuudiassmsiSeuivenedes nieuuudiassnisiSeus
\Bein Semaiidedndnsnugndeyamsisasiiamsaunldlunisveass tilesesunsiannauise
Tuane1il wideilTsdnvinareenuuuisnisimungandmiunisduungunimmnitayulns
lngUseynalduuudnasinisiSousidedn 4 35 @e 1) ResNet-50 2) VGG-19 3) DenseNet201
wag 4) InceptionV3 LﬁIE]WWﬂLﬂu%gﬁiﬁ%JUﬂ’]'ﬁﬂqf\]ﬁLLﬁi’i”l fuszansamlunisduunguam
1435 Hyperparameter il av1A19 A7l gavesusazkuUTI0s WeidlFsrusugatoyagunim
wifivanulng 4 iin Idud wiudu wiudos Ina wazdruuied neifudedisinirudming
fiwanulng daehuduiu wegdonmdondosddtaaundaliu feyasunimmirayulwadendn
IFumsmeunsiielidunineinsuiaunatsd ¥nise wasdauladniunis@nyiuazni swann
wuudnaeansuunlunulszanananmsely
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nQUsZaeAYaINITIY

1. Wiofinw war Wisuiisulszavsamusauuudiasanisiieusidedn Yseiavlassng
Usgarmifleuuuumsuligdu 4 35 laun 35 ResNet-50 7§ VGG-19 35 DenseNet201 wazis
InceptionV3 dmsunisiwungunimmiayulnsluiedds 4 vl

2. Wedfuudamsdinesvesuvudasdlsidanumuizan way Uszifiuuszdniam
voauuuans dunsulfifudoyadestu lunsihluldlunssuaunssuunayulns
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WAtunIY
1. nouiitigadoes

vdnmsuasnquvesismsSeuiveaniewilduvuiiassnsiFoudidednlunsins e

uazansdnuurn oIS uungUnwinesaluiR SeeasBended
1.1 lassguszamiiiguwuuneuligdu (Convolutional Neural Networks: CNN)
laserguszamifisuuuunauligdu (Convolutional Neural Networks: CNN)

(Pacal et al., 2024) w3935 CNN 1#3un1sseusuogsunsnatslunisuseadanann 1 osain
flassaisidudounaranmnsnaingadnuny (Feature extraction) annnmldegediuszdnsam
Tunndl 1 wandlassadianisvinuresds CNN fivsznoudsiawoivansduiivhausautu 1éud
1) awainaulagiu (Convolutional layers) ddldflamaslunisadnandnuazainam 2) aweis
4o3a (Pooling layers) Lﬁaammmmaﬁaga‘tﬁmmzau waz 3) weedideunowuuiy (Fully
connected layers) filfdmsunisduunamaanguitivaneg

= Class1
Class2
& -y
Input image
Convolutional  Pooling Convolutional Pooling Fully-connected | Predicted
layer layer layer layer layer class

AW 1 Tassad1annsyinauwesia CNN (Pacal et al,, 2024)

1.1.1 wawosneuligiu ihmihiiadaudnuasiddyandeyanmiiiud Tngld
‘17\|ama‘i‘u%aLﬂ@%LuaﬁL?{aumumwLﬁaﬁasﬁanﬂa WU veu & JUNTI Lagainaenig 9 Nawmodivanil
Usznauseatimiin w) wazend (b) fanunsausulimnyanldsswinmsiinlinng wieuvdilerdu
nszdu () WetaelunsAuamadng

\oteyariidn X Uszneusie fawmesvindu k Tulatwesaeuligdu nadné
Mnawesnoulgu amnsadwinlafEuns (Pacal et al., 2024) soluil

yi=Zf(xl‘*Wj+bi),j=1,2,...,k (1)

1.1.2 wwwesnndeya fimhilanuuinvesdeyanadnuasildaniawesaouligiy
W eand1uruntines uaznisAwialuaievisuszamiiion lnodenssnuinudnume
fdndnyld Tutlagtiu FBdesldinndigaenissamaigega (Max Pooling) wagmssiuAads (Average
Pooling) aun1sii (2) léesutenszuiun1ssuanaies Tnsauufi1vuavemiiif1arindu p x p
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G9A x; ; MNEeAINITNTEAU (activation value) s fumils (4, ) wag N mun8dediuiusienis
yanualy S

1 foe) ..
Z=E+Z(i,j)€5xi,j’l’] = 1,2,...,p (2)

1.1.3 awesideusonuufiyu (Fully Connected Layer) vt wuatuuuil
AnudNwAE (feature maps) Aiadaldniaesneunilidunnnesuuunilela Samnzdmiums
Suunvievhuenadns nsusarlnusluawesiardunnteyathiddenssuiunadadu aanty
T#ilaidunszéu (activation function) ileadAmadndaning LawesiTeuseuuuidu tieliiaTetie
UsvamifenannsaSeussuuuuiidudou warldlunisinduladuaaiingldesiusiug Tnsfinisusu
wiin waAreaflusitenisiinling elviAnUszansaimgean auns (3) eSungisnisdun
vonawesifouseuuuiiiu Tnefl y way Z ununmesuadng uavaudnuaihud w vanefisimin
uay b mneds AeafvesalwesiBeureuuuidy

y=Yif(wz+b) (3)

W38 ONN WulseaiSetiouszamiiion fisluszansnmgdlunisuszaana
A egalsfiniy CNN Afidedidaunsusznis wu Jaminismeldvesdianudy elaseie
fmnudnunn derauseansnmlunmsduungam uennidaresnam e uaumn dwal
nsfinuuudaedlivineinsgs 38 CNN dailanulasonisiudsuuasesyuueslunm wagidodirin
Tunsduanuduiudidsiuiifioglnadulunin fuiufeiniswamnnisnisiig q wu 35 ResNet-50
35 VGG-19 7% DenseNet201 war 3% InceptionV3 iieudlodgymiii ldnanundredui
waziiuuszAnsninlunisUszanananin wuudasavariiduuuuiiaesiiiunisfinaeudasmih
(Pretrained models) ?falﬁ%hm‘aﬂﬂﬁaasﬁaaﬂawumium WU ImageNet vilvia1unsaaelounus
U auuusiaaddmild nssuvumsidisanarudesnmsdoyasiuaumnluuudassin uagsils
nstinaouiiusyansnindaiu (Espinoza et al., 2024)
2. ATeiieates
1NMsAnIUIdeiiAeites wuinnuidedunisuszanananinsieisnnnsoud
Beandudsilasuanudensgraunivats dmiunuidedlditnsFousidsdndmivauduun
sunmiisayulns fneandoadil
fuidedisusudeyasunmayulnsnuinguszasdvaausazanu fsusing Ji et al
(2024) lasrusanguamayulnsdu 10 ¥la 91w 15,719 sUaan 33lald35 AGC unld
Tunszuaumawiendeya uastunuisuifieutu CLAHE vdanniuthandeui®eds GoogleNet,
35 ResNet-18 uaz 35 MobileNetV2 §3duagui1n151n38 AGC 1nldf asteifissedvBnmnisdiuun
sUAM Wang et al. (2021) IdnasoudssAnsnnnssinungnmayulnsiu ifuduiuduaadn
wilAuite AaeuuuInass AlexNet, VGGNet, uag ResNet 521U Fine-tuning Sﬁaagagﬂmwﬁ'ﬁmﬂ%
lunisnaaeuindu 72,026 3Uaw wualu 7 vlia wisdeya dwsuilnaeudoya Toyadniy
N13ATI9A0U Wag TaYAd mTUNIINAGRUMIAY 70% 15% uaz 15% HI38MAa8d Fine-tuning the
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pre-trained model agnsE¥iaAn epoch WU 200 HaNsMARBUANLGNFBIBsILULT AR Fedeya
JUAMNTIUIL 10,806 JUAN 5 IT8518971U71 LUUI1809 ResNet based on transfer learning
wanUsEannngean da1Anugnaeaviniu 98.17% Tan et al. (2021) s9usangunnayulnsdu
8 viln Ingl¥ndosddvaausalniu Sruaugunmisrusuldvindy 4,067 sUam leiuA 1) Gingko
2) Ginseng 3) Barley 4) Ficus Carica 5) Jujube 6) Longan 7) Lotus Seed Wag 8) Lycium Usuguamn
Tiflaunindy 64 x 64 finuea ndaainiudiuguninlveyluguuuy Grayscale it athdoya
\iguuudasadleiinaeusieds CNN fideiuisuifisuds CNN fU35 Random forest wad5 Support
vector machine Tunisnaasslduusteyasendu 64% dmsulnaeu 16% dmsunisnsivaey
wag 20% d@1msunisnagaey Han1snaasuUsEdnsam n1sduunvdaanulnsiu 35 CNN
HUszansnmaaan dleiUSeuifisuiuds Random forest waw3s Support vector machine 1a® Chen
et al. (2023) l@duunanesiugayulnsiu Fritillaria cirhosa 37wu 3 aneiug Usenaume aneiug
Songbei @eug Qingbei Waranawug Lubei #1835 ResNet34 fiufuusslagnisifiuiaisediiouse
wuuifis Jusnlususisiieg foumasuundszan Softmax Weusulganrmansa TunaiFeus
voaluuTIany Teyadildlunismaaes Usgneudasgunmanulnsiu $1uau 3,915 3Unw
fwun 224 x 224 Winwa lagguidenunmuszianag 160 sUnm gId8uanmanisiuseuiiey
wuud1aed 3 35 LAunIs ResNet18 35 Alexnet wag 35 VGG16 aeldanmwindeunisussuiana
WWeaifu wuindaeugndesgegail 92.3% gand1 35 ResNet18 35 Alexnet wag 38 VGG16 Gauan
TiiufsusedvBamm uazarumngauvesisitiaue Sdnufidnvazadeiu fisng Angkoso
et al. (2023), Sharrab et al. (2023), Mookdarsanit and Mookdarsanit (2022), Panmuang and
Rodmorn (2023), ua Islam et al. (2024) 31n518a8L8oAnNANBIUSToTiNuLT wanslriugn
§3TeAane1emUiulsslsednsamnisdiuuniuaindie3dnisseusidedn uiedslsianu
faiifednfnfsiuyndeyaiiinuldlunssuiunisiinaey fedu Jadenddeildmunudeyagunm
ayulns uazwouns it lldusslowl Tunsiamnauiuuszanananm fog10gu Sharma et
al. (2024) nAaRIUUNFUAN MIBLUUTIABINTTISBUSLTGEN T VGG19 35 InceptionV3 35 LeNet
wag I8 Resnet50 gﬂmwﬁﬁ’]mmaaﬂLﬂugﬁﬂwwiuﬁ%ﬁiwuau 1835 gUnm 919w 30 vin Wugdnm
d15130y (https://data.mendeley.com/datasets/nnytj2v3n5/1) Nan15Mnasy 15 VGG-19
wanUszdAnSnmgegalainnugnienniaiu 99.85% Islam et al. (2023) lasausauguainluiiy
aulnsililudssmatinana uasmesunsdoyasuninauulns lasludesiu srusudeyasy nm
#dwu 2,029 gUam vdnduthunid gnszuaunts Augmentation Safisuniwsiuausiadu
38,606 3UAMM U983 a3 Un1MAINa1INIMA8ITIUUNTBY AR 18UUUTIABINTTIT8UF LT 98N
75 DenseNet201 uag 35 InceptionResNetV2 HANITNAADILAAIAIAINYNABUYVINNU 80.69%
uaz 90.09% Borkatulla et al. (2023) ldsausanguamlufivayulnsildluussimatenaime
TngléndosRdtaaunsaliu S1uan 10 anestug anewusas 500 sUnn wadlgideldvaansgam
ﬁiaunmlé’mmamwsmaNﬁg‘dm‘wéﬁEJLLUUf«i’ﬂaaﬂﬂm'%auiﬁumLvﬁ'aﬂ #1878 ImageNet pre-trained
ResNet50 35 DenseNet201 35 VGG16 way 35 InceptionV3 Tusuidsves Sarma et al. (2023)
Iasrunudeyaguninluivayulnslussdadu Useinaduide iwewns Mendeley platform 1gunm
\WdnsruIUN1T Segmentation Me35 U-net uarluauideues Tian et al. (2024) lasausiuguam
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ayulnsdu uay weunsiitelddmsunuiunsuszmananin Uszneude 2 yadeya Ao 1) guam
asnulnsTu 20 ¥lla 31u3u 3,384 U laegunainaenan tnsunisesuielaegdigmaaunisunmg
WA 2) rusImguamaulngdu 400 gunm fendesaunsaliu §ideldnaasuihgunimunaaes
Iuundeyazunindiswuudiass 8 35 lauwn 38 VGG ResNet 35 InceptionV3 35 ShuffleNetv2 33
SqueezeNet 35 MobileNetV2 uaz33 MobileNetv3 nanisnaaeswuituuuiaesnsisouivaanies
fhumeaes fimugnaesgsndn 90% lag3s MobileNetv3 flraugniesgean Irnvindu 97.10%

3. 2ONUUUNTINARDY
3.1 doyafililunsmaass
1) Foyaninaroguninanulnsediasiuau 4 vin ldud aiudu viudes lua
wagdIuued Suau 2,111 Junw weunsdeyauwivled Mendeley data anunsainiiaygadoya
199183 https://data.mendeley.com/datasets/87nmvwzkj/1

Number of Images per Class
653

&

Number of Images
-1

g

100

= o ° °
il 2 neuansdayaduugUnaELlnsTuunauUsELAN

2) indesiletauazUszidiuna (Evaluation Metrics)
ATeild T runeseslefldlunsiauasUssdiuna dil
AIAUYNABY (Accuracy) dmsunaaeuuseaniamlunisduundeyaldgnees
fiAngaaainiy 100% feaunisreluil

TP+TN
Accuracy = (—) x 100 (4)
TP+TN+FP+FN
ANANULLUEN (Precision)
.. TP
Precision = (5)

TP+FP
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ANMUASUDIU (Recall)

TP
Recall = TPIFN (6)
AUsEaANSAINIAesIY (F-measure)
2XPrecision xRecall
F — measure = (7)

Precision+Recall

3.2 M3n3guyadeya
1) 9usaadoyagunimieanulng S1uau 4 e Uszneude aiudy viludes Tna
wag F1uunedn InsayulnsiilasudndondeaulnsifiongnieuAuies anegunmminayulns
frindudoduludendesainsaliu dvunaouiidienimegaelueinis degranimdeguain
auulnsdauandlunmii 3

#07anmIInARE : PhlaiCrossCut

PhiaiCrossCut PhlaiCrosscut PhiaiCrossCut
1 I ‘
1 manne a: ZedoaryCrossCut #2pganmeInra1e: WildTurmericCrossCut

ZedoaryCrossCut ZedoaryCrossCut ZedoaryCrossCut WildTurmericCrossCut WikdTurmericCrossCut WildTurmericCrossCut

- ——

a Y ' ' g v
AN 3 C‘nafﬂﬂﬂ'ﬂ/‘lﬂqEJ?JTJﬂ']WﬁHulWimslN']uﬂqivmaaﬂ

TumericCrossCut

2) Unmitsausldiduau 2,111 sUnm Sangulndsunmdnunaudssinvues
anulns gUamd ldannndesausalau idulwduinana HEIC {3Fouvasludzunim
Hulwduwana JPG esnnlumsveaest §3314laua3 Pillow (e PIL) dwisunisUszananani
Falaisossulad HEIC Tnonsa oy Fedndudosudadiiidan HEIC 1u JPG wirnisudasind
970 HEIC \Ju JPG anavilinaunmuesguninanandnties usegelsiniu 11uideves Zhao et al.
(2023) ladin1suuaalnidan HEIC WUu JPG dmsunislinaeu waznsuszfiuna wuus1aeenIsdun
sUnm Tnelalldsenuisansenuiiddny deussavsammshauseauuiiass

3) sUamitlsnndesauninliy Suwalve fauandunmi 4 tieannsliminens
warANUTINSIUNTYSEIana §idedeusunnngunmlifivunaningy 224x224 finia
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Class
Class
Class
Class

'TumericCrossCut': Image sizes — {(4032, 3024), (3024, 4032)}
'PhlaiCrossCut': Image sizes - {(4032, 3024), (3024, 4032)}
'ZedoaryCrossCut': Image sizes — {(4032, 3024), (3024, 4032)}
'WildTurmericCrossCut': Image sizes - {(4032, 3024), (3024, 4032)}

A 4 anasuamnsusdlagldndesdidviaaunsnlny

4) a$redeyalndaintdeyaiifioy ineiiuauvainnagliniuyadeyarnasu

lnsnisasenmiidnisidsuwanantesainduaty degaeliuuuiassanusalouslafa
wazanlan1anisiia Overfitting A1en15tUnALla Data augmentation A0819NAANSINATA Data
augmentation fauanslugunIni 5

PhlaiCrossCut PhlaiCrossCut PhlaiCrossCut PhlaiCrossCut PhlaiCrossCut

Ahd

TumericCrossCut TumericCrossCut TumericCrossCut TumericCrossCut TumericCrossCut

‘ ® @ ® .
ekl

WildTurmericCrossCut WildTurmericCrossCut WildTurmericCrossCut WildTurmericCrossCut WildTurmericCrossCut

ZedoaryCrossCut ZedoaryCrossCut ZedoaryCrossCut ZedoaryCrossCut ZedoaryCrossCut

209 5 waawsnisiivmaia Augmentation

3.2 auflunsnaassdtwundeyagunmayulng
nsAnuldingUuszasaiioiofnwikazilTeufisulsedninmuasuuiiaes

N13EeRslgedEn Ussanlassieussamiflouwuunauligdu 4 35 laun 35 ResNet-50 35 VGG-19
78 DenseNet201 uag 38 InceptionV3 dwsunisdwuniunmmitayulng wiedds 4 wia
waz eUiuudansfinesvesuuuiiaeditinnumnzan uas UseilluussAviamusuuudiass
dmulfidudoyadestu lunmhluldlunssuiunssuunayulng ndmnduseunswiousndeya
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TinFeudmsudndiguuudnasin1sisouiidedn uaznaaeuyse@nSa1mn1s9uungunInue
Fodndumsded
1) wusdeyasenidu 70% dmsunisinaeu 20% d1sU N13RTIAERU LAz 10%
dmsumnageu
2) ndsnmsendonaiioudosudrlud unoud asdunismaassduundeya
A2875M13158U3L398n 4 75 Av 1) 75 ResNet-50 2) 75 VGG-19 3) 75 DenseNet201 uag 4) 35
InceptionV3 @4 iuandnenssulaseigyszamiisnuuuaoulagdu 7ldsun1sesnuuy
Wosesfurusmunguan fnrsiaund oandedida dnululasedioidednuuud siis
wu Jagminisgeyidennuduvesnsifeud (vanishing gradients) 13e mm%’wﬁaﬂumaﬁwmmﬁqn
swazidenlassainavesvuiassannsauindulilusnuves Yao et al. (2022) f519az1500
wuuaesiinaaedlusmAdodssd
3 VG6G6-19 Masaine Inssiedszamifisnuuuneulgiu uuudniiszneuse 19
$u Taeld iawwosaeuligiu wuin 3x3 MiFesdoutunansdu nudae iawessudeya uay tawes
Fousouuuiity Tassaisdsnandieliuuusassanansadouinudnuay (features) ladniidutou
fodriaveauudand fio S waumnfinesae dwalianududeulunisdun gwnuluse

Y

7% ResNet-50 Wla@uolulfn Residual Learning F997&8 shortcut connections
Lﬁaam‘ﬂzymmiqigLﬁammsﬁ'wuaaﬂiwﬁwuﬁ (vanishing gradients) Aiadululassinedian Tnseadng
Y09uUUTIa09 Usznoudas 50 Fu Tasuvseanidu residual blocks dstaelinisdsiuteya
vhlsegrsiiuszavsnm denalvinisSeudaudnuasidulussneuiuusiulassiefifirnudnun

35 DenseNet201 1¥uuafin Dense Connections lneliudaziaieas 13 oules
funniatesneuniinlaenss iunaln feature reuse FatoandurumnimesidndulunisGous
dwmaliuuuassiiuszansnnlunslifoyauastsannsgadedeyasenianed wuudmod
Usenoude 201 $u Fetneuudinsinavestoyalulasselditedu

7% InceptionVv3 14lassaing luga Inception (Inception Modules) Fe00nUuy
19l4 tawesmoulagtu nansvuranieluiawedideaiu ileduaudnunzain receptive fields
Aumnanety ildiaunsadoug dnvmzianizvosnwldeg 197usednsaow Tnssasiad
Frgansumsfiwesfifedd vnsietuiensadnvssansanlunisussnananinléd

3) 1935 Hyperparameter LﬁammﬁﬁﬁqmaﬂLwiazl,mmi’waaa MAUAAINITITLADST
Tun1snaaes MeuaziBoaauandlunisned 1

8 Hyperparameter lunszuiun1si3eusLdean Usznausae3snisiinainane
WU NSAUMILUUNGA (Grid Search) (Liashchynskyi & Liashchynskyi, 2019) n15Auniga (Random
Search) (Andradéttir, 2015) n1sanALATABUY (Gradient Descent-Based Optimization)
(Ruder, 2016) Lag3sn1suULLUEIReU (Bayesian Optimization) (Falkner et al., 2018) agglsAna
lunsdlveuuudnaeanisieusigadnuuinlg Nuflvesrminimesidlawes (hyperparameter
space) sinfivaulafinianaziianududougs dwaliisnstredu ddedialusnulszansamuas
AU
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ax A

ANSAUMLUUNSA (Liashchynskyi & Liashchynskyi, 2019) 1JuiS#vin1suseiiiu
Armnsidimeinnan nelugedifvun 4ausdagansaszyaimnzanldegadaiau uides
TgnSnensiuian uazn1suszaianags sumzﬁmsﬁumfju (Andradottir, 2015) Wuisiigneansuu
nsnaaesld lngordenisguaimidinesaindredidimun eg1dlsfiniu 38n1sdana1n fddediin
AuUsEAnEAIN TunsussnanaluurtIu NM3anANSREEs (Ruder, 2016) anfuauufgiuinfleidu
wWhnne dosdidnwaiduasuind (convex function) wieluwledn nszuiunmsazgiingeniiiign
(optimum) 18d159 wilumsufeR Heiduiifedestunmsmeamsdmesivunzay fnildnvue
Aliutueu war Fudeugs dmivismsuuuiugideu (Falkner et al, 2018) $1dudoudenld
wuudaeafly (surrogate model) Mivsnzan Gsoralsianunsalinuldedisdivszansamlunnnsdl
Y9Ugyn

aelduiunresuideadul madenldnsdumigy Saduuumieimunzan
vl e9annanunsnadsaunasendeamda Anuseudte wazUszdnsainlunisldauais
dewFsuifisudunisduniuuunia Snvedauansssdnsamda lunsdiinidimes i
fidnsnanenadnsreuusians unndmsfimesiaay (hyperparameter sensitivity) uena Nt
nsAumgy dnnudangulun1sinuntiauerInsdmes waga1unsoatiun1smeasadiuanuin
I nnelunandudiin § e nlenialunisdunmianimunzan luaninuindoud ddad1ia
AUNINEINT (Andradottir, 2015)

M19199 1 TwatduansivueAnnsdiwesluluuiaeINsseudidn

Yunau FIUALLDYANITAIAT
NTAIATUAY seed value = 123
Data augmentation - %aada‘?lﬂaau: rotation_range=20, width_shift_range=0.2,

height shift range=0.2, shear_range=0.2, zoom range=0.2,
horizontal flip=True, fill_mode="nearest'
- JayansIEOU Uay Toyanaaeu: rescale=1/255

QRGN D LY - U Flatten
(Architecture) - Dense (Usudnuaulnunaaiy hyperparameter tuning, leridunsesu
relu)

- %u?jﬂﬁw Dense + softmax d1mIUNsIUUNTAUARTE
ANSUSULAS - ANSAUNT: dense units = [128, 256], learning rate = [1e-2, 1e-3,
Hyperparameter le-d]

- $1nundinsmeaeu = 5, 31UIUSAURN = 10
nsHnasuazUszInaNa - epochs = 100 Way 200

- Uszifiuluudnaeanie Test Loss wag Test Accuracy

- LLe@ne Confusion Matrix Wa@s metrics: accuracy, precision, recall,

fl-score
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nsUSuwsanndwes Wunszuvaunsiddglunswaminuudiasinisifous
Feiin Wielilduuudiaesiifivssavsnmgegn euided Idusuudmaiiveivdn 2 mafines
fo suaulnunludu Dense (dense units) WAy 8nIINITISeus (Leaming rate) r:huﬂi UIUNT
Hyperparameter Tuning 310 M15799 1 msmuummmu‘[wumiwu Dense i 128 way 256
\dunsidenaAfienaaeuuszaniam lngdn 128 Lﬂuﬂmm‘imu'muﬂiﬁjﬂmmumaawimmﬁuau
mmsmm"usqmay‘aﬁummnmﬁLLazsznsJﬂaQﬂumimm Overfitting @1uA1 256 vzaliuuUINges
ansaduneandenvesdoyalduiniu Fserafiuanuannsalumsduunldfidy dmsudan
M5158uTT 1e-2 1e-3 uay le-4 AsouARuTIANLSlunIsSousangslus ednuwinanseny
yoansUiuiniinluudazdunou msldedunndnatuiazdinidondnnmaiouiiiuzandan
wazUFulTaUsEansnmuasluwea

1) vasoswundeyadieisnisSoudvenniowaiiu 2 33 Ao 1) 38 Random forest

uaz 2) 35 Support vector machine

Nan1sIvBuazafUTIENa

middvilldnunuteyagunmayulng 4 via Wun adiudu afiudes na uazdiuunsd
é’wﬁé’aaam%mMﬂuamwmé’auﬁmuqu U3 2,111 U msazidUszinanaluluudnaes
M33eudiBedn 6 3 nansdidumsveassiauansluniaed 2 wadwsildanusiazisiauunnsng
fugiail

78 ResNet-50 Tun1sfniu F1u7u50UN1THN 100 58U fA1ANgNADY WU 0.81 way
AUszANSanlags Wiy 0.81 wansliiiuinuuudassaunsasiuungunmlad dannuggde
Wiy 0.46 waziflofindruauseunisilnidu 200 sou Arrugndes uay AUsEANSAMTngTI
Wintudu 0.98 waz 0.98 mudiy Fuandliiuiy wuusassanansauiuussUssansamldaty
dlefinmsfindusnnty

18 vGG-19 Tun1silniu 97uruseun1sin 100 daA1Ad1ugndes windu 0.99 uay A1
Uszavisnmlaesin widu 0.99 Faduenfigann wansiuuudiass danuanmnsalunsduungam
Ifwiugn wazasuiu wazieifiudnnuseumsilnidu 200 sou Augyde dintudniien fe
0.11 fiAAnugndes uas Aszavsamlneson fnseeluseiudiged 0.98

35 DenseNet201 uanswadnsfiafignlunng su lunsiladu $1uruseunisiln 100 seu
fiAAnugnaes WAy 0.99 waz Avszansainlagsiy windu 0.99 TasfiArarmgadesiiian
Wiy 0.03 e usruauseunisindu 200 seu ArAugdes uay A1UsEANSANlAeTI
Wity 1.00 Swandfifuiesyansamlunssuunguniniigeian

3% InceptionV3 Tun1silnilu F1u3useun1siN100 s Hf1A1UYNABY 111y 0.99
uaz AUsEAnSmlaesIN Winfu 0.99 Jeuansdenadnéaiiunn Weiinduseunsilndu 200 seu
ArAnugnAes way A1UsEAnEalaesIn anasmde 0.95 uag 0.95 ANy Feoraidunasin
nsinruanniuluvseiang overfitting Autayaususean
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Tunsaaeuse3s Random forest léAnnmgnsos 7 0.87 way Aszdnsamlngsiud
0.87 Gauanadisnuanansa lunmsduunguamluszdiviiunans Tnefianuusiuduasanunsudui
mndlunansi3ousidedn

3% Support vector machine ffAmgndes A 0.92 uaz AUszANEAMIngTIN 7 0.92 T
wandlifiuinfiusednsnmiinia 38 Random forest wifansinilunanisiSeusidedn

A19199 2 ANTILEARINANTITNAABIIN LLuﬂEﬂﬂ?WﬁH‘lﬂWi

51830 9UN1S AR AMIUN AR ANADTM A

wuudnaes  Hniy goyide fioq wivdr  ATUAW  gs2BnSnn

(Epoch)  (Test loss) (Test Precision  Recall Tawsu
Accuracy) E-measure

ResNet-50 100 0.46 0.81 0.84 0.81 0.81
200 0.09 0.98 0.98 0.98 0.98
VGG-19 100 0.06 0.99 0.99 0.99 0.99
200 0.11 0.98 0.98 0.98 0.98
DenseNet201 100 0.03 0.99 0.99 0.99 0.99
200 0.01 1.0 1.00 1.00 1.00
InceptionV3 100 0.02 0.99 0.99 0.99 0.99
200 0.09 0.95 0.96 0.95 0.95
RF 0.87 0.88 0.87 0.87
SVM 0.92 0.92 0.92

9937 2 MnwanIaae UM s ungUnmayulnsTaglfiuudaesnsitousidedn
1 35 VGG-19 38 DenseNet201 uaz 33 InceptionV3 uanssadwsaisiszaviamiazanuutiugngs
ﬂdﬁ%‘ﬂmﬁ'auﬁmauﬂ%aqﬁqL?m lAuA 38 Random forest wag 35 Support vector machine
dwsumanmssuunamlagliuuudiasinisiSoudisdn wuin3s DenseNet201 fAifiS1uusey
n15in 200 59U WAAIAIANNGNFBS gadat 1.00 WFouA1IAILLL UG AAINATURIY
war A1UszAnsamlagsin fisedu 1.0 nsiisuiuseuntsiln 200 seudusz@nsaingendn
n1sflndae 100 59U 8191fin9n wuuTassiandisme lunsifouszuuuuresdoya TdATy
luseunsiinfiiiadu denaliussAvsnmusauuudians oglusedugelu 333 DenseNet201
fnadnédfign enaideanannisesnuuy Munsdeulosseninnateedegnsuiuiy (dense
connections) @ s9asliuuusiaes amnsniieusaudnvueiddy IHATuaindayaguain
75 DenseNet201 Wn9 Latwesaziudeyannyny lawoineumii Jsilvideyaiiddy griluldle
otildsdninm andymmagadodoys uazdaeliuvuiaes anwnsadurruduniug sewing
SnwnzvestoyaldFndsBeiu uonani DenseNet201 ENlI%’I“L!’J‘HW’]i’IiJLG]E)W]‘L!@EJﬂ’J']‘U’NLL'U'UR]’]aEN
19U ResNet-50 @ aviluuudnans amnsalnsuléiss wazfianudaveuuinnin dsaenndosiu
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NAN15NAADI8 Borkatulla et al. (2023) filss1891u nan1snaaausuundeyazuananyulng
Tudsginatanaiing 33 DenseNet201 uansnadnsiafign faranugnieavindu 0.97 dauis
VGG-19 uaz 35 InceptionV3 finadwslndidssiu Inelrraugndeasiniu 0.98 fis 0.99 iieseu
nsEinegdl 200 U uARIEsAIIFaLTDI UL AR 3 35 TumssuungUninayulnsludnuay
il Tuvnuzil 33 ResNet-50 uansamgniosanaadniion aiflauiuis DenseNet201 uay 38 VGG-19
0614l5fnu 35 ResNet-50 Adsnsuansnadndiigeda 0.98 laseumsiineg 200 seu

Naﬂ’l‘iﬁﬁLLuﬂIﬂﬂi%%gﬂﬁiLgﬂuisﬂ@dLﬂ%‘l@\iﬁguaw 75 Random forest a¥33 Support vector
machine fifnAnugndesfisinituuuiiassnsiiousidedn Iag 35 Random forest firAnugnies
Li1AU 0.87 wag Support vector machine 4A1AMNLNULET AIAMNATUNIY WAz AIUTEANTAIN
Tagsau Useanm 0.92 ufdwadwsinandazdenanimel uduszAnsamsanswiniuuudiaes
nsiFeuiidedn Fadliifuinnsliuuuiasndednenaduisdumnsaunitlunissuunguain
fslnnududeu

GRLY

Nt aUszasdifle WefinwwasUSouiisulsaviamussuuusiaosmalisusiedn
Uszianlasednguszamiisnuuunauligdu 4 35 1oun 35 ResNet-50 35 VGG-19 35 DenseNet201
uaz 38 Inceptionv dmsumssuunguammiiasulng luasdds 4 via 1dud afudu «fudes lna
LAz way WileUSuussnfivesvesuuudassliiinumnzay was Usvifiuussavsnm
vouuudaes dwiulidutoyadesiu lumaldllunsyuaunsduunayulng udulunidel
A9 mﬂmwiamamaiﬂmwamuiwwiuLmlwm fifidnuairadondstunn e 4 via Faondos
g alny e uns arstsazdusulnd felunsiluldluau i seduntsussanann
ThdUszAnsamundy §3domaaassiuunsuamayulng frowvudiaosnisieuidedn 4 33
A ® 1) ResNet-50 2) VGG-19 3) DenseNet201 Lag 4) InceptionV3 wagld' 7§ Hyperparameter
ilemariinfiaauesuaziuuiiass nan1smnaesandliifiuin 33 DenseNet201 Aifidrurusounstin
200 50U fAnuwtiudrgegaiaiiowIouifisutuuuudiasdu q Aldvinnismaass deranugade
wiaiu 0.01 uaasliiudsdnenmusauuudaeslasaieyszamiisnuuuneuligdu Tunisduun
sUamitwayulnsldegsutiugr iWuwumsunsusegndldlugnavinssudiiddes 1wy nsunng
uwulne gaavnssuel o1msiaiy uazvdiens e velvnszuiunsdaueningAvayulng
Tiauusiuguarlfumsgiunnd sty ddaevuds nsmsndeudausnfivayulng Sndndunis
meldanizuasdiioane Weoliawisaussifiudnuar war quautfnig q vesivayulns
§egegndesuarutugl lusnuided dudunisdenwiivauulng aeldanisuasiiaauguld
Tufesufuanis il eananuudsusiu uay tiuanugndedlunisussiduna egndlsfnnm il ol
n3Useluysednsninveiuudnass nnuaTouRquLazaanAaes nun1sldnuluaniunisalase
nsfinwsely msfinsanvaseuwuusiaes meldaniizundeuiivannvansinniu iy nisaienin
Tuiluasiios 3o MnusmoiuAnFeiy MInAaeuiana axdagliiulaiuuudaesamsaduun
sunm IsiegegnioduanneilndiAssiumsldauaie
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dalauauuy

ideluewan {ideikwnfaluntsuungnmayulng flsimuauAunmyesgUnm
NIMUANLAY wagiuvdsasing wiogunmildesnsseyriesuuniideunts wasus s
ayulwsihianlflunmeaes
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